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#### Abstract

A randomness extractor is an algorithm which extracts randomness from a low-quality random source, using some additional truly random bits. We construct new extractors which require only $\log n+O(1)$ additional random bits for sources with constant entropy rate. We further construct dispersers, which are similar to one-sided extractors, which use an arbitrarily small constant times $\log n$ additional random bits for sources with constant entropy rate. Our extractors and dispersers output $1-\alpha$ fraction of the randomness, for any $\alpha>0$.

We use our dispersers to derandomize the results of Hastad [Hås99] and Feige-Kilian [FK98] and show that for all $\epsilon>0$, approximating Max Clique and Chromatic Number to within $n^{1-\epsilon}$ are NP-complete. We also derandomize the results of Khot [Kho01] and show that for some $\gamma>0$, no quasi-polynomial time algorithm approximates MAx Clique or Chromatic Number to within $n / 2^{(\log n)^{1-\gamma}}$, unless $\mathrm{N} \tilde{\mathrm{P}}=\tilde{\mathrm{P}}$.

Our constructions rely on recent results in additive number theory and extractors by Bourgain-KatzTao [BKT04], Barak-Impagliazzo-Wigderson [BIW04], Barak-Kindler-Shaltiel-Sudakov-Wigderson [BKS ${ }^{+} 05$ ], and Raz [Raz05]. We also simplify and slightly strengthen key theorems in the second and third of these papers, and strengthen a related theorem by Bourgain [Bou05].
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## 1 Introduction

This work has two sources of motivation: inapproximability and randomness extractors. We begin with inapproximability.

### 1.1 Inapproximability

max Clique and Chromatic Number are central optimization problems. Their decision versions were in Karp's original list of NP-complete problems [Kar72]. The best approximation algorithms for these problems are of the form $n / \operatorname{polylog}(n)$ [BH92, Ha193], which is not much better than the trivial approximation of $n$. Yet no strong inapproximability results were known until Feige et al. [FGL $\left.{ }^{+} 96\right]$ discovered a connection between probabilistically checkable proofs (PCPs) and MAx CliQuE. The celebrated PCP Theorem of Arora et al. $\left[\mathrm{ALM}^{+} 98\right]$ then implied that it is NP-complete to approximate MAX CliQUE to within $n^{c}$ for some constant $c>0$. This ratio was improved in [BS94, BGS98] until Hastad, in a breakthrough, showed a hardness ratio of $n^{1-\epsilon}$, for any $\epsilon>0$ [Hås99]. The catch is that Hastad's reduction is randomized, so his theorem assumes that NP $\neq \mathrm{ZPP}$. Assuming only NP $\neq \mathrm{P}$, Hastad's hardness ratio becomes $n^{1 / 2-\epsilon}$. In this paper we derandomize Hastad's randomized reduction:

Theorem 1. For all $\epsilon>0$, it is NP-complete to approximate Max Clique to within $n^{1-\epsilon}$.
The inapproximability of Chromatic Number has historically been even harder to prove than Max Clique, because advances have typically occurred through reductions from Max Clique. Lund and Yannakakis were the first to show that it is NP-complete to approximate Chromatic Number to within $n^{c}$ for some constant $c>0$ [LY99]. Other reductions ensued, culminating in Feige and Kilian's proof of a hardness ratio of $n^{1-\epsilon}$ [FK98]. This uses Hastad's result, so it assumes that NP $\neq$ ZPP. Assuming only $\mathrm{NP} \neq \mathrm{P}$, the best previous hardness ratio explicitly stated appears to be $n^{1 / 7-\epsilon}$ [BGS98]. Previous work likely implied something better, though certainly no better than $n^{1 / 2-\epsilon}$. In this paper we derandomize Feige and Kilian's result:
Theorem 2. For all $\epsilon>0$, it is NP-complete to approximate Chromatic NUMBER to within $n^{1-\epsilon}$.
Engebretsen and Holmerin [EH03] improved the hardness ratios for both problems to $n^{1-o(1)}$ under the stronger assumption that $\mathrm{NP} \nsubseteq \mathrm{ZPTIME}\left(2^{\text {polylog }(n)}\right)$. Khot [Kho01] later improved these $n^{1-o(1)}$ factors to $n / 2^{(\log n)^{1-\gamma}}$ for some constant $\gamma>0$, under the same assumption. We derandomize Khot's results and show NP̃-completeness, which is the quasi-polynomial analogue of NP-completeness. As we consider quasi-polynomial time reductions, NP̃-completeness is weaker than NP-completeness; see Subsection 2.1 for more details.
Theorem 1. For some $\gamma>0$, it is NP̃-complete to approximate MAX CLIQUE to within $n / 2^{(\log n)^{1-\gamma}}$.
Theorem 2 . For some $\gamma>0$, it is N $\tilde{\text { P }}$-complete to approximate CHROMATIC NUMBER to within $n / 2^{(\log n)^{1-\gamma}}$.
The key to our inapproximability results is constructing an appropriate disperser, which is a variant of a randomness extractor. Good dispersers were known to help derandomize inapproximability results for Max Clique (e.g., [Zuc96, TZ04], but it was not known for Chromatic Number. Before discussing dispersers, we discuss extractors.

### 1.2 Randomness Extractors

Randomness extractors are motivated by the possibility of using defective sources of randomness. The model for defective random source involves lower bounding the min-entropy:

Definition 1.1. The min-entropy of a distribution $X$ is $H_{\infty}(X)=\min _{a}\left\{-\log _{2} X(a)\right\}$. A $k$-source is a distribution with min-entropy at least $k$. The entropy rate of a $k$-source on $\{0,1\}^{n}$ is $k / n$; we sometimes call a $k$-source a rate- $k / n$-source.

A randomness extractor is an algorithm which extracts randomness from a $k$-source using a few additional truly random bits.
Definition 1.2. [NZ96] Let $U_{\ell}$ denote the uniform distribution on $\ell$ bits. A function Ext : $\{0,1\}^{n} \times$ $\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is a $(k, \epsilon)$-extractor if for every $k$-source $X$, the distribution $\operatorname{Ext}\left(X, U_{d}\right)$ is $\epsilon$-close in statistical (variation) distance to $U_{m}$. We say Ext is a strong ( $k, \epsilon$ )-extractor if for every $k$-source $X$, the distribution $\operatorname{Ext}(X, Y) \circ Y$ is $\epsilon$-close to $U_{m+d}$, where $Y$ is chosen from $U_{d}$. Here $\circ$ denotes concatenation.

Besides their straightforward applications to simulating randomized algorithms using weak sources, extractors have had applications to many areas in derandomization that are seemingly unrelated to weak sources. These include the focus of this paper, inapproximability [Zuc96, Uma99, MU02], as well as pseudorandom generators for space-bounded computation [NZ96], expanders that beat the second eigenvalue bound [WZ99], random sampling using few random bits [Zuc97], cryptography [Lu02, Vad03, $\mathrm{CDH}^{+}$00, DS02], error-correcting codes with strong list decoding properties [TZ04], superconcentrators and non-blocking networks [WZ99], sorting and selecting in rounds [Pip87], time versus space complexities [Sip88], and implicit data structures [FN93, Zuc91].

We wish to construct extractors for any min-entropy $k$ with $t$, the number of truly random bits, as small as possible and $m$, the number of output bits, as large as possible. Different parameter settings are needed for different applications. Constructing good extractors is highly non-trivial, because such constructions beat the "eigenvalue bound" [WZ99]. Starting with the first extractor of Nisan and Zuckerman [NZ96], a lot of effort has been expended constructing good extractors. See the surveys [Sha02, NT99, Nis96] for more details.

In many applications, extractors are viewed as highly unbalanced strong expanders. In this view an extractor is a bipartite graph $G=(V, W, E)$ with $V=\{0,1\}^{n}, W=\{0,1\}^{m}$, and $(x, z)$ is an edge iff there is some $y \in\{0,1\}^{d}$ such that $\operatorname{Ext}(x, y)=z$. Thus, the degree of each vertex of $V$ is $D=2^{d}$, and the extractor hashes the input $x \in V$ to a random neighbor among its $D$ neighbors in $W$.

Often this degree $D$ is of more interest than $d=\log D$. For example, in the samplers of [Zuc97] the degree is the number of samples; in the extractor codes of [TZ04] $D$ is the length of the code; in the simulation of BPP using weak sources [Zuc96] the degree is the number of calls to the BPP algorithm. Most relevant for us, in the inapproximability of MAX CLIQUE [Zuc96] the size of the graph is closely related to $D$.

Before the work of Ta-Shma et al. [TZS01], all explicit extractors had degree $D$ at least some unspecified polynomial in $n=\log |V|$. In contrast, a non-explicit construction achieves $D=O(n)=O(\log |V|)$, which matches the lower bound. Ta-Shma et al. were able to achieve degree $D=O\left(n \log ^{*} n\right)$, but then could only output about $k / \sqrt{n}$ bits. In the case where $k=\Omega(n)$, they could output $m=\Omega(k)$ bits, but then they achieved degree $D=n \cdot \operatorname{poly} \log (n)$. Our new construction achieves linear degree and linear output length for constant-rate sources.

Theorem 3. For all $\alpha, \delta, \epsilon>0$ there is an efficient family of strong $(k=\delta n, \epsilon)$-extractors Ext : $\{0,1\}^{n} \times$ $\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ with $m \geq(1-\alpha) \delta n$ and $D=2^{d}=O(n)$.

Dispersers are one-sided analogues of extractors, and are defined in Section 2. When the error is allowed to be very close to 1 , say $1-s$, non-explicit dispersers can have degree even smaller than $n$, namely $O\left(n / \log s^{-1}\right)$. In this paper, we succeed in matching this degree for constant-rate sources. These dispersers are the key for our inapproximability results.

Theorem 4. For all $\alpha, \delta>0$ and $s=s(n)>0$, there is an efficient family of strong $\left(K=N^{\delta}, s\right)$ dispersers DIS : $\left[N=2^{n}\right] \times[D] \rightarrow\left[M=2^{m}\right]$ such that $D=O\left(n / \log s^{-1}\right)$ and $m \geq(1-\alpha) \delta n$.

### 1.3 Techniques

Our techniques are based on a combination of random walks on expanders and additive number theory. Random walks on expanders have been used to amplify the success probability of RP and BPP algorithms without using many additional random bits [AKS87, IZ89, CW89]. This yields a disperser for sources with entropy rate greater than $1 / 2$ [CW89]. By using Chernoff bounds for random walks on expanders [Gi198, Kah97, WX05], we can construct extractors in a similar way. However, random walks provably fail when the entropy rate drops below $1 / 2$, so they were not considered relevant for this case.

We handle entropy rates below $1 / 2$ by first condensing the input until its entropy rate exceeds $1 / 2$, and then applying a random walk on an expander. Condensers have been used before to build extractors [RSW00, TUZ01]. We condense using techniques developed from additive number theory. Bourgain-KatzTao [BKT04] showed that, in a prime field $\mathbb{F}_{p}$, if $|A| \leq p^{9}$, then $\max (|A+A|,|A \cdot A|) \geq|A|^{1+\alpha}$. Barak-Impagliazzo-Wigderson [BIW04] used these ideas to show that if $A, B$, and $C$ are independent rate-$\delta$-sources with $\delta \leq .9$, then $A B+C$ is close to a rate- $\left(1+\alpha^{\prime}\right) \delta$-source. Using this recursively, as proposed in [Zuc90], they showed how to extract randomness from a constant number of independent sources with constant entropy rate. Barak-Kindler-Shaltiel-Sudakov-Wigderson [BKS $\left.{ }^{+} 05\right]$ and Raz [Raz05] further built on these ideas to extract randomness from three independent sources with constant entropy rate.

A key tool they developed was a condenser, which condenses a source of constant entropy rate to a source with entropy rate at least .9 , using only a constant number of additional random bits. The Raz condenser is stronger in that most outputs are good. By iteratively applying the Raz condenser in a manner similar to [WZ99], we can improve the output length to be $1-\alpha$ fraction of the randomness, for any $\alpha>0$.

We simplify and slightly strengthen key lemmas in Barak-Impagliazzo-Wigderson [BIW04] and Barak et al. [BKS $\left.{ }^{+} 05\right]$. First, we show that in the $A B+C$ lemma, $A$ and $C$ do not have to be independent. Instead, the lemma follows if $(A, C)$ is independent from $B$. Second, we strengthen a theorem of Bourgain [Bou05] and show that the function $A(A+B)$ also gives a rate improvement. Third, we show that the basic condenser in $\left[\mathrm{BKS}^{+} 05\right]$ can be made stronger, in that it suffices to have two outputs instead of four. Our proofs of the first and third of these theorems are simple, given the point-line incidence theorem from Bourgain-Katz-Tao [BKT04].

## 2 Preliminaries

For readability, we often assume various quantities are integers when they are not necessarily. It is not hard to see that this does not affect our analysis.

We often use the term efficient to denote polynomial-time computable.

### 2.1 NP̃-Completeness

Quasi-polynomial in $n$ means $2^{\text {polylog }(n)}$. N $\tilde{\mathrm{P}}$ and $\tilde{\mathrm{P}}$ are the quasi-polynomial analogues of NP and P , respectively. As usual with inapproximability results, we analyze the appropriate gap problem.

Note that no language is NP $\tilde{P}$-complete with respect to polynomial-time reductions. For if there were such a language, it would be in $\operatorname{TIME}\left(2^{(\log n)^{c}}\right)$ for some $c$; but then $\operatorname{NP} \subseteq \operatorname{TIME}\left(2^{(\log n)^{c+1}}\right)$, contradicting the hierarchy theorems.

Therefore, we consider NẼ-completeness with respect to quasi-polynomial-time, many-one reductions. Then any NP-complete language is also N $\tilde{P}$-complete. Moreover, if an $\mathrm{N} \tilde{\mathrm{P}}$-complete language is in $\tilde{\mathrm{P}}$, then $N \tilde{P}=\tilde{P}$. Of course, $N \tilde{P}=\tilde{P} \Longleftrightarrow N P \subseteq N \tilde{P}$.

Finally, we only prove the hardness directions in our completeness results, as it is easy and well-known that Max Clique and Chromatic Number are in $\mathrm{NP} \subseteq \mathrm{N} \tilde{\mathrm{P}}$.

### 2.2 Distance Between Distributions

Definition 2.1. Let $X_{1}$ and $X_{2}$ be two distributions on the same space $\Omega$. The statistical, or variation, distance between them is

$$
\begin{aligned}
\left\|X_{1}-X_{2}\right\| & =\max _{S \subseteq \Omega}\left|X_{1}(S)-X_{2}(S)\right| \\
& =\frac{1}{2} \sum_{s \in \Omega}\left|X_{1}(s)-X_{2}(s)\right| .
\end{aligned}
$$

We say $X_{1}$ and $X_{2}$ are $\epsilon$-close if $\left\|X_{1}-X_{2}\right\| \leq \epsilon$, and are $\epsilon$-far otherwise. We say a distribution on $\{0,1\}^{n}$ is $\epsilon$-uniform if it is $\epsilon$-close to $U_{n}$.

A useful method of computing the distance to the closest $k$-source is the following.
Lemma 2.2. Let $p_{x}=\operatorname{Pr}[X=x]$. The distance of $X$ to the closest $\ell$-source is $\sum_{x} \max \left(p_{x}-2^{-\ell}, 0\right)$.
Of course, only those $x$ with $p_{x}>2^{-\ell}$ contribute to the above sum.

### 2.3 Flat Sources

Definition 2.3. A source is a probability distribution. A flat source is a source which is uniform on its support.

The following lemma shows that it suffices to consider flat $k$-sources.
Lemma 2.4. [CG88] A $k$-source is a convex combination of flat $k$-sources.

### 2.4 Dispersers

Dispersers are usually defined with respect to an error parameter $\epsilon$. For us it is more convenient to use the parameter $s=1-\epsilon$.
Definition 2.5. We may view a function DIS : $[N] \times[D] \rightarrow[M]$ as a bipartite graph $([N],[M], E)$ where $(x, z) \in E$ iff $\operatorname{DIS}(x, y)=z$ for some $y \in[D]$. For a set $X \subseteq[N]$, let $\Gamma_{y}(X)=\{\operatorname{DIS}(x, y) \mid x \in X\}$, and let $\Gamma(X)=\cup_{y} \Gamma_{y}(X)$ be the neighbors of $X$. We say DIS is a ( $K, s$ )-disperser if, for any $X \subseteq[N]$ with $|X| \geq K,|\Gamma(X)| \geq s M$. We say DIS is a strong ( $K, s$ )-disperser if, for any $X \subseteq[N]$ with $|X| \geq K$, there is a $y$ such that $\left|\Gamma_{y}(X)\right| \geq s M$.

There are two possible notions of efficiency: one relative to the input size $\log N+\log D$ and the other relative to the graph size $N+M$. For the inapproximability results, we only need the second, weaker, notion.

Definition 2.6. We say DIS : $[N] \times[D] \rightarrow[M]$ is efficient if it runs in polynomial time in its input size $\log N+\log D$. We say DIS is polynomial-time constructible if the disperser graph is constructible in polynomial time in the number of vertices $N+M$.

Of course, efficient implies polynomial-time constructible.
The following simple lemma will be useful when $D=O(1)$.
Lemma 2.7. $A(K, s)$-disperser is also a strong $(K, s / D)$-disperser.
We also use the following simple lemma.
Lemma 2.8. Given an efficient $\left(K, s^{\prime}\right)$-disperser $\mathrm{DIS}_{1}:[N] \times\left[D_{1}\right] \rightarrow\left[N^{\prime}\right]$ and an efficient $\left(K^{\prime}=s^{\prime} N^{\prime}, s\right)$ disperser $\mathrm{DIS}_{2}:\left[N^{\prime}\right] \times\left[D_{2}\right] \rightarrow[M]$, we can build an efficient $(K, s)$-disperser DIS : $[N] \times\left[D_{1} D_{2}\right] \rightarrow[M]$.

Proof. Take DIS $\left(x,\left(y_{1}, y_{2}\right)\right)=\mathrm{DIS}_{2}\left(\mathrm{DIS}_{1}\left(x, y_{1}\right), y_{2}\right)$.

### 2.5 Somewhere-Random Sources

The concept of somewhere-random sources will be useful in constructing dispersers.
Definition 2.9. An elementary somewhere- $k$-source is a vector of sources $\left(X_{1}, \ldots, X_{\ell}\right)$, such that some $X_{i}$ is a $k$-source. A somewhere- $k$-source is a convex combination of elementary somewhere- $k$-sources.

Note that there may be arbitrary dependencies among the $X_{i}$. Further note that in a somewhere- $k$-source which is not elementary, all $X_{i}$ may have low min-entropy.

### 2.6 Condensers

Condensers and somewhere condensers will be essential in our extractor and disperser constructions, respectively.

Definition 2.10. A function $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is $a(k \rightarrow \ell, \epsilon)$-condenser iffor every $k$-source $X, C\left(X, U_{d}\right)$ is $\epsilon$-close to some $\ell$-source. When convenient, we call $C$ a rate- $(k / n \rightarrow \ell / m, \epsilon)$-condenser. The condenser is strong if the average over $y \in\{0,1\}^{d}$ of the minimum distance of $C(X, y)$ to some $\ell$-source is at most $\epsilon$.

Definition 2.11. A function $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is $a(k \rightarrow \ell, \epsilon)$-somewhere-condenser if for every $k$-source $X$, the vector $\langle C(X, y)\rangle_{y \in\{0,1\}^{d}}$ is $\epsilon$-close to a somewhere $\ell$-source. When convenient, we call $C$ a rate- $(k / n \rightarrow \ell / m, \epsilon)$-somewhere-condenser.

Note that a $(k \rightarrow \ell, \epsilon)$-strong-condenser is a $(k \rightarrow \ell, \epsilon)$-somewhere-condenser. We will also need the following.

Lemma 2.12. If $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is $a(k \rightarrow \ell, \epsilon)$-somewhere-condenser, then it is $a$ $\left(2^{k},(1-\epsilon) 2^{\ell-m}\right)$-disperser.

Proof. This follows because a distribution which is $\epsilon$-close to an $\ell$-source must have a support of size at least $(1-\epsilon) 2^{\ell}$.

When composing condensers, we will need the following type of lemma.
Lemma 2.13. Suppose $Z_{1}$ is $\epsilon_{1}$-close to an $\ell_{1}$-source, and for all $z_{1}$, the distribution $\left(Z_{2} \mid Z_{1}=z_{1}\right)$ is $\epsilon_{2}$-close to an $\ell_{2}$-source. Then $Z_{1} \circ Z_{2}$ is $\epsilon_{1}+\epsilon_{2}$-close to an $\ell_{1}+\ell_{2}$-source

Proof. Denote $p_{z_{1}}=\operatorname{Pr}\left[Z_{1}=z_{1}\right]$ and $p_{z_{2} \mid z_{1}}=\operatorname{Pr}\left[Z_{2}=z_{2} \mid Z_{1}=z_{1}\right]$. We will use Lemma 2.2 to bound the distance of $Z_{1} \circ Z_{2}$ to the closest $\ell_{1}+\ell_{2}$-source. This distance is the following, where we sum over all $z_{1}$ and, for each $z_{1}$, the $2^{\ell_{2}}$ strings $z_{2}$ with the highest $p_{z_{2} \mid z_{1}}$.

$$
\begin{aligned}
\sum_{z_{1}, z_{2}} \max \left(p_{z_{1}} \cdot p_{z_{2} \mid z_{1}}-2^{-\left(\ell_{1}+\ell_{2}\right)}, 0\right) & \leq \sum_{z_{1}, z_{2}} \max \left(p_{z_{1}} \cdot p_{z_{2} \mid z_{1}}-p_{z_{1}} 2^{-\ell_{2}}, 0\right)+\sum_{z_{1}, z_{2}} \max \left(p_{z_{1}} 2^{-\ell_{2}}-2^{-\left(\ell_{1}+\ell_{2}\right)}, 0\right) \\
& =\sum_{z_{1}, z_{2}} p_{z_{1}} \max \left(p_{z_{2} \mid z_{1}}-2^{-\ell_{2}}, 0\right)+\sum_{z_{1}, z_{2}} 2^{-\ell_{2}} \max \left(p_{z_{1}}-2^{-\ell_{1}}, 0\right) \\
& =\mathrm{E}_{z_{1}}\left[\sum_{z_{2}} \max \left(p_{z_{2} \mid z_{1}}-2^{-\ell_{2}}, 0\right)\right]+\sum_{z_{1}} \max \left(p_{z_{1}}-2^{-\ell_{1}}, 0\right) \\
& \leq \epsilon_{2}+\epsilon_{1}
\end{aligned}
$$

We build extractors by first condensing and then applying a weaker extractor. The idea of condensing before extracting was used in [RSW00, TUZ01], and a simple lemma from [TUZ01] shows that this works.

Lemma 2.14. [TUZO1] Suppose $C:\{0,1\}^{n} \times\{0,1\}^{d_{1}} \rightarrow\{0,1\}^{n^{\prime}}$ is an efficient (strong) ( $k \rightarrow \ell, \epsilon_{1}$ )condenser, and Ext : $\{0,1\}^{n^{\prime}} \times\{0,1\}^{d_{2}} \rightarrow\{0,1\}^{m}$ is an efficient (strong) $\left(\ell, \epsilon_{2}\right)$-extractor. Then Ext ${ }^{\prime}\left(x, y_{1} \circ\right.$ $\left.y_{2}\right)=\operatorname{Ext}\left(C\left(x, y_{1}\right), y_{2}\right)$ is an efficient (strong) $\left(k, \epsilon_{1}+\epsilon_{2}\right)$-extractor.

### 2.7 Generating Primes

Our $n^{1-o(1)}$-factor inapproximability results, as well as our extractor and disperser constructions for subconstant entropy rate, require a large prime. Unfortunately, there is no known efficient deterministic algorithm to find a large prime. This won't be a problem for our inapproximability results, because the weaker polynomial-time constructibility suffices. The corresponding extractor and disperser constructions are only efficient under a well-known conjecture about the gaps between consecutive primes.

Definition 2.15. Let Prime ( $n$ ) denote the time of the fastest deterministic algorithm which, on input $n$ in unary, outputs with high probability an $\ell$-bit prime, where $n \leq \ell \leq n+\sqrt{n}$.

Of course, $\operatorname{Prime}(n) \leq 2^{2 n}$. Cramer [Cra37] conjectured that there is always a prime between $N$ and $N+O\left(\log ^{2} N\right)$, but the best known results are of the form $N+N^{c}$. Under Cramer's conjecture, the deterministic primality test [AKS04] implies that $\operatorname{Prime}(n)=\operatorname{poly}(n)$. In particular, under this conjecture there is a polynomial-time algorithm which outputs a prime with exactly $n$ bits.

## 3 Disperser Construction

We first use random walks on expanders to construct low-degree dispersers for high min-entropy. This construction could work for any min-entropy rate bigger than $1 / 2$, but to output almost all the randomness we need rate close to 1 .

Proposition 3.1. For any $s=s(n), \alpha>0$, there is a $\beta>0$ and an efficient family of strong $(K=$ $\left.N^{1-\beta}, s\right)$-dispersers DIS : $\left[N=2^{n}\right] \times[D] \rightarrow\left[M=2^{m}\right]$ such that $D \leq n / \lg s^{-1}$ and $m \geq(1-\alpha) n$.

Proof. We use the disperser of [AKS87]. Set $c=\lg s^{-1}$, and $m=(1-\alpha) n$. Let $G$ be a $2^{c}$-regular expander on $\left[2^{m}\right]$ with $\lambda=\lambda(G) \leq 2^{1-c / 2}$. To find the neighbors of a vertex $u \in\left[2^{n}\right]$, use the $n$ bits defining $u$ to choose a random vertex $v_{1} \in\left[2^{m}\right]$ and then take a random walk $v_{1}, \ldots, v_{D}$ on $G$. Connect $u$ to $v_{1}, \ldots, v_{D}$. Note that $n=m+(D-1) c$, so $D=1+(n-m) / c$ and $(n-m) / c \leq D \leq n / c=n / \lg s^{-1}$.

We use the tight analysis given by Kahale [Kah95]. For $S \subseteq\left[2^{m}\right]$ and $s=|S| / 2^{m}$, Kahale showed that

$$
\operatorname{Pr}\left[(\forall i) v_{i} \in S\right] \leq s(s+(1-s) \lambda)^{D-1}<(s+\lambda)^{D}
$$

Since $s=2^{-c / 2}$, this probability is less than $2^{(2-c / 2) D}=2^{-a n}$ for some constant $a$. Therefore, this is a ( $K=N^{1-\beta}, s$ )-disperser for any $\beta<a$.

We still need to show that this disperser is strong. To do this, we must consider the situation where instead of one $S$ we now have $D$ such $S_{i}$, where each $\left|S_{i}\right| \leq s 2^{m}$. By the result of Kahale mentioned in [Gol97],

$$
\operatorname{Pr}\left[(\forall i) v_{i} \in S_{i}\right] \leq s\left(s+(1-s) \lambda^{2}\right)^{(D-1) / 2}<\left(s+\lambda^{2}\right)^{D / 2}
$$

This bound is at most square root of Kahale's earlier bound, so this probability is at most $2^{-(a / 2) n}$, and we now choose $\beta<a / 2$.

To give a construction for all positive entropy rates, we use the following theorem, which follows from the condenser in $\left[\mathrm{BKS}^{+} 05\right]$ or [Raz05]. While $\left[\mathrm{BKS}^{+} 05\right]$ only gives an ordinary disperser, by Lemma 2.7 it is also a strong disperser for essentially the same parameters, since $D$ is constant.

Theorem 3.2. [BKS ${ }^{+} 05$, Raz05] For any $\beta, \delta>0$, there is an efficient family of rate- $(\delta \rightarrow 1-\beta, \epsilon=$ $\left.2^{-\Omega(n)}\right)$-somewhere-condensers $C:\left[N=2^{n}\right] \times[D] \rightarrow\left[M=2^{m}\right]$ where $D=O(1)$ and $m=\Omega(n)$.
Remark 3.3. For subconstant $\delta=\delta(n)$, the dependence on $\delta=\delta(n)$ is $D=(1 / \delta)^{O(1)}$ and $m=\delta^{O(1)} n$. However, in this case the construction requires a large prime and runs in time poly $(n)+\operatorname{Prime}(n)$ (see Subsection 2.7). Hence it is efficient under Cramer's conjecture and polynomial-time constructible without assumptions. Using the reduction in [BKS 0 05], instead of the prime being generated deterministically, it suffices for the $n$-bit prime to be generated using $k=\delta n$ random bits.

Applying Lemmas 2.12 and 2.7, we deduce
Corollary 3.4. For any $\beta, \delta>0$, there is an efficient family of strong $\left(K=N^{\delta}, M^{-\beta}\right)$-dispersers DIS : $\left[N=2^{n}\right] \times[D] \rightarrow\left[M=2^{m}\right]$ where $D=O(1)$ and $m=\Omega(n)$.

We can now give our disperser construction, although for now we obtain output length a small constant fraction of $\delta n$, rather than almost all of it.
Theorem 3.5. For any $\delta>0$ and $s=s(n)>0$, there is an efficient family of strong $\left(K=N^{\delta}, s\right)$ dispersers DIS : $\left[N=2^{n}\right] \times[D] \rightarrow\left[M=2^{m}\right]$ such that $D=O\left(n / \log s^{-1}\right)$ and $m=\Omega(n)$. For subconstant $\delta=\delta(n)$ the dependence is $D=(1 / \delta)^{O(1)} n / \log s^{-1}$ and $m=\delta^{O(1)} n$, but in this case DIS is efficient under Cramer's conjecture and polynomial-time constructible without assumptions.
Proof. Let $\mathrm{DIS}_{1}:\left[N=2^{n}\right] \times\left[D_{1}=O(1)\right] \rightarrow\left[N^{\prime}=2^{n^{\prime}}\right]$ be an efficient strong $\left(K=N^{\delta},\left(N^{\prime}\right)^{-.1}\right)$ disperser from Corollary 3.4, with $n^{\prime}=\Omega(n)$. Let $\mathrm{DIS}_{2}:\left[N^{\prime}\right] \times\left[D_{2} \leq n^{\prime} / \lg s^{-1}\right] \rightarrow\left[M=2^{m}\right]$, be an efficient strong $\left(K^{\prime}=\left(N^{\prime}\right)^{9}, s\right)$-disperser given by Proposition 3.1, with $m=n^{\prime} / 2$. Applying Lemma 2.8 yields the desired disperser.

To improve the output length to $(1-\alpha) \delta n$, we need to use better condensers, and we defer the proof to the next section.

## 4 Extractor Construction

Readers interested solely in the inapproximability results can skip this section, as dispersers suffice to prove those results.

### 4.1 Basic Construction

Our extractor construction is essentially the same as our disperser construction. We first show how to extract when the entropy rate is close to 1 , by using random walks on expanders. Then we use Raz's recent condenser [Raz05] to reduce to the high-entropy case.

Proposition 4.1. For all $\alpha, \epsilon>0$, there exists $\beta>0$ such that there is an efficient family of $(k=(1-$ $\beta) n, \epsilon)$-extractors Ext $:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ with $m \geq(1-\alpha) n$ and $D=2^{d} \leq \alpha n$.

Proof. For $m=(1-\alpha) n$ and $c=3$ (say), let $G$ be a $2^{c}$-regular expander on $\left[2^{m}\right]$ with $\lambda=\lambda(G) \leq 2^{1-c / 2}$. On input $x \in\left[2^{n}\right]$ and $y \in[D]$, use the $n$ bits defining $x$ to choose a random vertex $v_{1} \in\left[2^{m}\right]$ and then take a random walk $v_{1}, \ldots, v_{D}$ on $G$. Output $v_{y}$. Note that $n=m+(D-1) c$, so $D=1+(n-m) / c=$ $1+\alpha n / c \leq \alpha n$.

Let $S \subseteq\left[2^{m}\right]$ have density $\mu=|S| / 2^{m}$. Further let the random variable $\hat{\mu}$ denote the fraction of $v_{i}$ which are in $S$. By a theorem of Gillman [Gil98], which was achieved independently by Kahale [Kah97],

$$
\operatorname{Pr}[|\hat{\mu}-\mu| \geq \epsilon] \leq 3 \exp \left((1-\lambda) D / \epsilon^{2}\right)
$$

This error is $2^{-a n}$ for some constant $a=a(\lambda, \epsilon)$. Thus this is a $(k=(1-\beta) n, \epsilon)$-extractor for $\beta<a$.

We can make these extractors strong by using a better Chernoff bound.
Proposition 4.2. For all $\alpha, \epsilon>0$, there exists $\beta>0$ such that there is an efficient family of strong-$(k=(1-\beta) n, \epsilon)$-extractors Ext $:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ with $m \geq(1-\alpha) n$ and $D=2^{d} \leq \alpha n$.

Proof. We use the same construction. For the proof, we now consider $S \subseteq[D] \times\left[2^{m}\right]$, so $S=\cup_{i}\{i\} \times S_{i}$. We now use the Chernoff bound which handles the case when we count the number of times that the $i$ th step of the random walk lands in $S_{i}$. This Chernoff bound was recently proved by Wigderson and Xiao [WX05].

Theorem 4.3. [Raz05] For any constants $\beta, \delta, \epsilon>0$, there is a constant $d$ such that there is an efficient rate- $(\delta \rightarrow(1-\beta), \epsilon)$-strong condenser $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ such that $m=\Omega(n)$.

Applying Lemma 2.14 to Raz's condenser and the extractor above, we obtain the desired theorem, except that the output length is linear instead of the $(1-\alpha)$-fraction we claimed.

Theorem 4.4. For all $\delta, \epsilon>0$ there is an efficient family of strong- $(k=\delta n, \epsilon)$-extractors Ext $:\{0,1\}^{n} \times$ $\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ with $m=\Omega(n)$ and $D=2^{d}=O(n)$.

### 4.2 Improving the Output Length

The results in this section were obtained jointly with Avi Wigderson.
We now would like to obtain output length $(1-\alpha) k$, for an arbitrary $\alpha>0$, while maintaining the linear degree. The initial idea is to do a construction similar to that by Wigderson and the author [WZ99]: if the output is significantly less than $k$, use an independent seed to extract more bits from the same input. We can't do this directly, because even two runs of the extractor gives degree $\Theta\left(n^{2}\right)$, which is too expensive. Yet we can achieve this with the condenser, which uses only a constant number of random bits. Thus, our intermediate goal, which is interesting in its own right, is:

Theorem 5. For any constants $\alpha, \beta, \delta, \epsilon>0$, there is a constant $d$ such that there is an efficient rate$(\delta \rightarrow(1-\beta), \epsilon)$-strong condenser $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ such that $m \geq(1-\alpha) \delta n$.

Yet this theorem cannot be achieved by applying the above idea to Theorem 4.3. The reason is that the error cannot be controlled. If the output length is $\beta n$, we would like to iterate about $1 / \beta$ times, but we cannot do this if the initial error is bigger than $\beta$. Hence we need an improved version of this condenser, which follows from the improved merger of Dvir and Raz [DR05].

Lemma 4.5. For any $\delta>0$, there exists $\beta>0$, such that for any $\epsilon>0$, there is a constant $d$ such that there is an efficient rate- $(\delta \rightarrow(1-\delta), \epsilon)$-strong condenser $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ such that $m \geq \beta n$.

Proof. (Sketch) Start with the somewhere condenser of Theorem 3.2 to boost the "somewhere-rate" to $1-\delta / 2$. The error is exponentially small. Now apply the strong merger of [DR05]. Choose the output length to ensure that the final rate is at least $1-\delta$. Note that this choice is independent of the error. By the properties of the merger, we can make the error arbitrarily small at the expense of increasing the seed length $d$.

The following lemma is the condenser analogue to the corresponding extractor lemma in [WZ99]. The notation o denotes concatenation.

Lemma 4.6. Suppose $C_{1}:\{0,1\}^{n} \times\{0,1\}^{d_{1}} \rightarrow\{0,1\}^{m_{1}}$ is a strong $\left(k \rightarrow \ell_{1}, \epsilon_{1}\right)$-condenser and $C_{2}:\{0,1\}^{n} \times\{0,1\}^{d_{2}} \rightarrow\{0,1\}^{m_{2}}$ is a strong $\left(k-m_{1}-s \rightarrow \ell_{2}, \epsilon_{2}\right)$-condenser. Then $C:\{0,1\}^{n} \times$ $\{0,1\}^{d_{1}+d_{2}} \rightarrow\{0,1\}^{m_{1}+m_{2}}$, given by $C\left(x, y_{1} \circ y_{2}\right)=C_{1}\left(x, y_{1}\right) \circ C_{2}\left(x, y_{2}\right)$, is a strong $\left(k \rightarrow \ell_{1}+\ell_{2}, \epsilon_{1}+\right.$ $\left.\epsilon_{2}+2^{-s}\right)$-condenser.

Proof. Let $X$ be a $k$-source. For $y \in\{0,1\}^{d_{i}}$, let $\epsilon_{i}^{y}$ denote the minimum distance of $C_{i}(X, y)$ to some $\ell_{i}$-source. Fix $y_{1} \in\{0,1\}^{d_{1}}$. Let $S$ denote the set of low-probability elements in the output: $S=$ $\left\{z \mid \operatorname{Pr}_{X}\left[C_{1}\left(X, y_{1}\right)=z\right] \leq 2^{-\left(m_{1}+s\right)}\right\}$. Then $\operatorname{Pr}\left[C_{1}\left(X, y_{1}\right) \in S\right] \leq|S|^{-\left(m_{1}+s\right)} \leq 2^{-s}$. For $z \notin S, X$ conditioned on $C_{1}\left(X, y_{1}\right)=z$ is a $\left(k-m_{1}-s\right)$-source. Hence, under such conditioning, for each $y_{2} \in\{0,1\}^{d_{2}}$, $C_{2}\left(X, y_{2}\right)$ is within $\epsilon_{2}^{y_{2}}$ of some $\ell_{2}$-source. Putting this together as in Lemma 2.13, $C\left(x, y_{1} \circ y_{2}\right)$ is within $\epsilon_{1}^{y_{1}}+2^{-s}+\epsilon_{2}^{y_{2}}$ of some $\ell_{1}+\ell_{2}$-source. Since the average of $\epsilon_{i}^{y_{i}}$ is at most $\epsilon_{i}$, this completes the proof of the lemma.

Applying this lemma inductively, we can show:
Lemma 4.7. Suppose $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is an efficient strong $(k \rightarrow \ell, \epsilon)$-condenser. Then for any positive integers $s, t$, we can construct $C^{\prime}:\{0,1\}^{n} \times\{0,1\}^{t d} \rightarrow\{0,1\}^{t m}$, an efficient strong $\left(k+(t-1) m+s \rightarrow t \ell, t \epsilon+(t-1) 2^{-s}\right)$-condenser.

Proof. We prove this by induction on $t$. For the base case $t=1$ we can take $C^{\prime}=C$. Now assume the lemma for a given $t$. Set $C_{1}$ to be the condenser given by the lemma for $t$, and set $C_{2}=C$. Applying Lemma 4.6 gives the condenser for $t+1$.

As Anup Rao pointed out, if we are applying a condenser many times, we can do better in some parameters. The following lemma does this, but it does not dominate the other lemma. We don't use this lemma, but include it for the interested reader.

Lemma 4.8. Suppose $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is a strong $(k \rightarrow \ell, \epsilon)$-condenser. Then $C^{\prime}:$ $\{0,1\}^{n} \times\{0,1\}^{t d} \rightarrow\{0,1\}^{\text {tm }}$ given by $C^{\prime}\left(x, y_{1} \circ y_{2} \circ \ldots \circ y_{t}\right)=C\left(x, y_{1}\right) \circ \ldots \circ C\left(x, y_{t}\right)$ is a strong ( $k^{\prime}=k+t \ell \rightarrow t \ell, t \epsilon$ )-condenser.

Proof. (Sketch.) Let $X$ be a $k^{\prime}$-source. For fixed $y_{1}, \ldots, y_{i}, z_{1}, \ldots, z_{i}$, we will be interested in whether $H_{\infty}\left(X \mid C\left(X, y_{1}\right)=z_{1}, \ldots, C\left(X, y_{i}\right)=z_{i}\right) \geq k$. If it is, then we will be able to use the condenser with $y_{i+1}$. If it is not, then $\operatorname{Pr}\left[C\left(X, y_{1}\right)=z_{1}, \ldots, C\left(X, y_{i}\right)=z_{i}\right]<2^{k-k^{\prime}}=2^{-t \ell}$, which is also good.

We can now prove Theorem 5. Note that the min-entropy rate of the output is preserved, and the main loss of entropy is with the initial choice of $k$ versus output $m$. Therefore, the main point is to choose the initial $k$ small enough.

Proof of Theorem 5. Let $\alpha, \beta, \delta, \epsilon>0$ be given. By Lemma 4.5, for some $\gamma>0$ there is an efficient strong rate- $\left(\alpha \delta \rightarrow(1-\beta), \epsilon^{\prime}\right)$-condenser $C:\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$, where $\epsilon^{\prime}$ will be chosen later and $m \geq \gamma n$. Set $i=(1-\alpha) \delta / \gamma$ and apply Lemma 4.7 with an $s$ to be chosen later. This gives an efficient strong $\left(\delta n-\gamma n+s \rightarrow(1-\beta)(i m), i \epsilon^{\prime}+2^{-s}\right)$-condenser $C^{\prime}:\{0,1\}^{n} \times\{0,1\}^{i d} \rightarrow\{0,1\}^{i m}$. Choosing $s=\gamma n$ and $\epsilon^{\prime}$ small enough so $i \epsilon^{\prime}+2^{-s} \leq \epsilon$ gives the theorem.

Combining Theorem 5 with Proposition 4.1, we obtain our main extractor construction:
Theorem 3. For all $\alpha, \delta, \epsilon>0$ there is an efficient family of strong ( $k=\delta n, \epsilon$ )-extractors Ext : $\{0,1\}^{n} \times$ $\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ with $m \geq(1-\alpha) \delta n$ and $D=2^{d}=O(n)$.

Similarly we obtain our disperser:
Theorem 4. For all $\alpha, \delta>0$ and $s=s(n)>0$, there is an efficient family of strong ( $K=N^{\delta}, s$ )-dispersers DIS : $\left[N=2^{n}\right] \times[D] \rightarrow\left[M=2^{m}\right]$ such that $D=O\left(n / \log s^{-1}\right)$ and $m \geq(1-\alpha) \delta n$. For subconstant $\delta=\delta(n)$, the dependence is $D=(1 / \delta)^{O(1)} n / \log s^{-1}$ and $m=\delta^{O(1)} n$, but in this case DIS is efficient under Cramer's conjecture and polynomial-time constructible without assumptions.

## 5 The Inapproximability of Max Clique

In this section, we assume some familiarity with PCPs. Since the inapproximability of Max Clique follows from the proof of the inapproximability of CHROMATIC NUMBER, readers not familiar with PCPs may prefer to read the next section, which doesn't use them.

Historically, Feige et al. [FGL $\left.{ }^{+} 96\right]$ were the first to show how to obtain inapproximability results using PCPs. Bellare, Goldreich, and Sudan [BGS98] showed that free bit complexity is the measure which gives best inapproximability results.

Definition 5.1. $\mathrm{FPCP}_{s}(r, f)$ is the class of promise problems recognized by PCP verifiers using $r$ random bits and $f$ free bits, achieving perfect completeness and soundness $s$.

Hastad [Hås99] showed how to reduce the soundness by paying only a tiny amount in the free bit complexity. Specifically, he showed:

Theorem 5.2. [Hås99] For any $\bar{f}>0$, there is an $\ell$ such that $\mathrm{NP} \subseteq \mathrm{FPCP}_{2^{-\ell}}(O(\log n), \bar{f} \ell)$.
The following follows from the reductions in $\left[\mathrm{FGL}^{+} 96, \mathrm{BGS} 98\right]$ and the amplification of a PCP via a good disperser, as first suggested in [Zuc96].

Lemma 5.3. Suppose $\mathrm{NP} \subseteq \mathrm{FPCP}_{s}(r, f)$ and there is a polynomial-time constructible $(K, s)$-disperser DIS : $\left[2^{R}\right] \times[D] \rightarrow\left[2^{r}\right]$. Then NP $\subseteq \mathrm{FPCP}_{K / 2^{R}}(R, D f)$. Hence it is NP-hard to distinguish graphs $G$ with clique number at least $2^{R}$ from graphs with clique number at most $K$, where $|V(G)|=2^{R+D f}$.

This suffices to prove our theorem.
Theorem 1. It is NP-complete to approximate MAX CLIQUE to within $n^{1-\epsilon}$ for any $\epsilon>0$.
Proof. Fix $\epsilon>0$. We first claim that there is a function $R=O(\log n)$ such that $\mathrm{NP} \subseteq \operatorname{FPCP}_{2^{(\epsilon-1) R}}(R, \epsilon R)$. To see this, note that Theorem 4 says that for any $s=s(n)$ there is an efficient family of $\left(K=N^{\epsilon}, s\right)$ dispersers of degree $D \leq c(\log N) / \log s^{-1}$, for some $c=c(\epsilon)$. Let $\bar{f} \leq \epsilon / c$, and apply Theorem 5.2 to get an $\ell$ and $r=r(n)=O(\log n)$ such that $\mathrm{NP} \subseteq \mathrm{FPCP}_{2^{-\ell}}(r, \bar{f} \ell)$. Now let $s=2^{-\ell}$, so there is an efficient $\left(K=\left(2^{R}\right)^{\epsilon}, 2^{-\ell}\right)$-disperser DIS : $\left[2^{R}\right] \times[D] \rightarrow\left[2^{r}\right]$. Apply Lemma 5.3 with this disperser, and note that $D f \leq(c R / \ell) \cdot(\ell \bar{f})=\bar{f} \cdot c R \leq \epsilon R$. Since the output length is linear in the input length, $R=O(\log n)$. This proves the claim.

Lemma 5.3 then implies that it is NP-complete to distinguish clique size $2^{\epsilon R}$ from $2^{R}$ in graphs on $2^{(1+\epsilon) R}$ vertices, which gives the theorem.

To obtain inapproximability up to an $n^{1-o(1)}$ factor, we can use the following theorem by Hastad and Khot [HK01], which is basically the same as that obtained by Samorodnitsky and Trevisan [ST00] but gives perfect completeness.

Theorem 5.4. [HK01] For any $\ell=\ell(n)$ which is one less than a perfect square, $\mathrm{NP} \subseteq \mathrm{FPCP}_{2^{-\ell}}(O(\ell \log n), 2 \sqrt{\ell+1})$.
We can now prove:
Theorem $\tilde{1}$. For some $\gamma>0$, it is NP̃-complete to approximate MAX CLIQUE to within $n / 2^{(\log n)^{1-\gamma}}$.
Proof. Set $\epsilon=\epsilon(n)=1 / \log n$. We prove the theorem by showing that there is a function $R=\operatorname{poly} \log (n)$ such that NP $\subseteq \mathrm{FPCP}_{2^{(\epsilon-1) R}}(R, \epsilon R)$. By Theorem 4, there is a $c$ such that for any $s=s(n)$ there is a polynomial-time constructible family of $\left(K=N^{\epsilon}, s\right)$-dispersers of degree $D \leq(\log n)^{c}(\log N) / \log s^{-1}$. Let $\ell=9(\log n)^{2(c+1)}$ and $s=2^{-\ell}$. We'll use the polynomial-time constructible $\left(K=\left(2^{R}\right)^{\epsilon}, 2^{-\ell}\right)$ disperser DIS : $\left[2^{R}\right] \times[D] \rightarrow\left[2^{r}\right]$. Apply Theorem 5.4 to get $r=r(n)=\operatorname{polylog}(n)$ such that NP $\subseteq$ $\mathrm{FPCP}_{s}(r, 3 \sqrt{\ell})$. Apply Lemma 5.3 with disperser DIS, and note that $D f \leq\left(R(\log n)^{c} / \ell\right) \cdot(3 \sqrt{\ell})=$ $R / \log n=\epsilon R$. Since $R=\operatorname{polylog}(n)$, this proves the claim.

## 6 The Inapproximability of Chromatic Number

Now we show how our dispersers also imply the NP-completeness of approximating CHROMATIC NUMBER to within $n^{1-\epsilon}$ for any $\epsilon>0$. We derandomize Feige \& Kilian's proof [FK98] of the same inapproximability ratio but under the stronger assumption that NP is not in ZPP . As in their proof, we work with the fractional chromatic number $\chi_{f}$, which up to logarithmic factors is the same as the chromatic number $\chi$ [Lov75]. Feige
and Kilian amplify the hardness ratio using randomized graph products. That is, they start with a graph $G$ (from a family of graphs) which has constant hardness ratio, and build a subgraph $G^{\prime}$ of the product graph $G^{D}$ which has hardness ratio $\left|V\left(G^{\prime}\right)\right|^{1-\epsilon} . G^{D}$ is defined with respect to the following "OR" graph product.

Definition 6.1. For graphs $G=(V, E)$ and $H=(W, F)$, define the graph $G \times H$ as having vertex set $V \times W$, and edges $\left\{(v, w),\left(v^{\prime}, w^{\prime}\right)\right\}$ where $\left\{v, v^{\prime}\right\} \in E$ or $\left\{w, w^{\prime}\right\} \in F$.

Note that $\left(v_{1}, \ldots, v_{D}\right)$ is adjacent to $\left(w_{1}, \ldots, w_{D}\right)$ in $G^{D}$ if any $\left(v_{i}, w_{i}\right)$ is an edge in $G$. It is straightforward to show that $\alpha(G \times H)=\alpha(G) \cdot \alpha(H)$. Using the definition of $\chi_{f}$ as a linear program and linear programming duality, Feige showed that $\chi_{f}(G \times H)=\chi_{f}(G) \cdot \chi_{f}(H)$ [Fei97].

We derandomize the randomized graph powering. This was done earlier in the clique setting [AFWZ95], but the results there are not tight enough. On the other hand, for cliques, two types of bounds are needed one if the clique number is large, and one if it's small. For chromatic number, one of the two cases becomes easy. If $\chi_{f}(G)$ is small, it will suffice to use the trivial bound $\chi_{f}\left(G^{\prime}\right) \leq \chi_{f}\left(G^{D}\right)=\chi_{f}(G)^{D}$.

We can define a derandomized graph powering of $G=(V, E)$ with respect to any disperser DIS : $X \times[D] \rightarrow V$ as follows. Define $\operatorname{DIS}(x)=(\operatorname{DIS}(x, 1), \operatorname{DIS}(x, 2), \ldots, \operatorname{DIS}(x, D))$ and $\operatorname{DIS}(X)=$ $\{\operatorname{DIS}(x) \mid x \in X\}$. Now define the graph $\operatorname{DIS}\left(G^{D}\right)$ to be the induced subgraph of $G^{D}$ on vertex set $\operatorname{DIS}(X)$.

Lemma 6.2. Given a graph $G=(V, E)$ and a disperser DIS with degree $D$, let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)=$ $\operatorname{DIS}\left(G^{D}\right)$. Then

1. $\chi_{f}\left(G^{\prime}\right) \leq\left(\chi_{f}(G)\right)^{D}$.
2. If $\alpha(G)<s|V|$ and DIS is a strong $(K, s)$-disperser, then $\alpha\left(G^{\prime}\right)<K$, and hence $\chi_{f}\left(G^{\prime}\right)>\left|V^{\prime}\right| / K$.

Proof. The first part follows because $\chi_{f}\left(G^{\prime}\right) \leq \chi_{f}\left(G^{D}\right)=\left(\chi_{f}(G)\right)^{D}$. For the second part, suppose $\alpha\left(G^{\prime}\right) \geq K$, and let $X$ be an independent set in $G^{\prime}$ of size $K$. Note that $\Gamma_{i}(X)$ corresponds to the ith coordinates of $X$. By the strong disperser property, for some $i \in[D],\left|\Gamma_{i}(X)\right| \geq s|V|>\alpha(G)$. Hence $\Gamma_{i}(X)$ is not an independent set in $G$, so it contains an edge, say $\left\{v_{i}, w_{i}\right\}$. If $v_{i}$ is the ith coordinate of $v$, and $w_{i}$ is the ith coordinate of $w$, then because we are using the OR graph product, $\{v, w\}$ is an edge in $G^{\prime}$. Since $v, w \in X$, this contradicts our assumption that $X$ was an independent set.

Feige and Kilian gave the following reduction:
Theorem 6.3. [FK98] For all $\gamma>0$, there is an $s>0$, such that there is a polynomial-time reduction from an NP-complete language $L$ to chromatic number with the following properties. On input $x$, the algorithm outputs a graph $G=(V, E)$ such that

1. If $x \in L$ then $\chi_{f}(G) \leq s^{-\gamma}$;
2. If $x \notin L$ then $\alpha(G)<s|V|$, and hence $\chi_{f}(G)>1 / s$.
(The parameter $s$ is not exactly the soundness of the PCP; rather, it is the soundness times $2^{-f}$, where $f$ is the free bit complexity. Also, Feige and Kilian state their theorem slightly differently: for any $\gamma, \ell>0$, they can set $s=O\left(2^{-\ell}\right)$ and if $x \in L$ then $\chi_{f}(G) \leq 2^{3 \gamma \ell+1}$. This is equivalent to our statement above, for a slightly different choice of $\gamma$.)

We are now ready to prove our theorem.
Theorem 2. It is NP-complete to approximate Chromatic NUMber to within $n^{1-\epsilon}$ for any $\epsilon>0$.

Proof. Theorem 4 says that for any $s=s(n)$ there is an efficient family of strong $\left(K=N^{\epsilon}, s\right)$-dispersers of degree $D \leq c n / \log s^{-1}$, for some $c=c(\epsilon)$. Set $\gamma=\epsilon / c$, and use the Feige-Kilian reduction, which comes with an $s=s(\gamma)$. Using this $s$, apply Lemma 6.2 using an efficient strong ( $K=N^{\epsilon}, s$ )-disperser. In polynomial time we construct a graph $G^{\prime}$ on $N$ vertices such that if $x \in L$,

$$
\chi_{f}(G) \leq s^{-\gamma D} \leq 2^{\gamma c n}=N^{\epsilon}
$$

If $x \notin L$, then $\alpha\left(G^{\prime}\right) \leq N^{\epsilon}$. Thus it is NP-complete to distinguish graphs with chromatic number $N^{\epsilon}$ from graphs with clique number $N^{\epsilon}$, and the theorem follows.

To derandomize Khot's results, we use his reduction:
Theorem 6.4. [Kho01] For any $\beta>0$, there is a quasi-polynomial-time reduction from an NP-complete language $L$ to Chromatic NUMBER with the following properties. On input $x$ of size $n$, the algorithm outputs a graph $G=(V, E)$ such that

1. $|V| \leq 2^{(\log n)^{1+3 \beta}}$;
2. If $x \in L$ then $\chi_{f}(G) \leq 2^{(\log n)^{\beta}}$;
3. If $x \notin L$ then $\alpha(G)<2^{-(\log n)^{2 \beta}}|V|$.

We can now show:
Theorem $\tilde{2}$. For some $\gamma>0$, it is N $\tilde{P}$-complete to approximate CHROMATIC NUMBER to within $n / 2^{(\log n)^{1-\gamma}}$.
Proof. We use the polynomial-time constructible $\left(N^{\delta}, s\right)$-strong disperser from Theorem 4, with $s=$ $2^{-(\log n)^{2 \beta}}$ and $\delta$ to be chosen shortly. This has degree $D \leq(\log N) /\left(\delta^{c}(\log n)^{2 \beta}\right)$. Set $\delta=(\log n)^{-\beta / 2 c}$. Applying Lemma 6.2, it is $\mathrm{N} \tilde{\mathrm{P}}$-hard to distinguish between graphs on $N$ vertices with chromatic number $N^{\delta}$ from those with chromatic number $2^{(\log n)^{\beta} D} \leq N^{(\log n)^{-\beta / 2}}$.

## 7 Simplifying and Strengthening Additive Number Theory Applications

### 7.1 Point-Line Incidences

The following theorem on point-line incidences will be critical in our improvements of the lemmas from [BIW04, $\mathrm{BKS}^{+}$05]. It was proved by Bourgain, Katz, \& Tao [BKT04] for more general fields, but required a lower bound on $M$. Konyagin [Kon03] eliminated the need for this lower bound over prime fields. The constant 1.9 below may be replaced by any constant less than 2 , but the constant $\alpha$ will likely decrease.
Incidence Theorem. [BKT04, Kon03] Let $F=\mathbb{F}_{p}$ be a prime field and let $P, L$ be sets of points and lines in $F^{2}$ of cardinality at most $M \leq p^{1.9}$. Then there exists an $\alpha>0$ such that the number of incidences

$$
I(P, L)=O\left(M^{3 / 2-\alpha}\right)
$$

### 7.2 AB+C Theorem from Two Sources

In this section, we will consider a scenario where we have several independent weak sources, but no truly random seed. The basic lemma of [BIW04] shows how to improve the entropy rate with three sources $A$, $B$, and $C$, by computing $A B+C$. Here we show how to do it with just two, by allowing $A$ and $C$ to be correlated. Our proof is also simpler than that in [BIW04]. There is nothing special about the constant .9 below; any constant less than 1 will do.

Theorem 6. Suppose $\delta \leq .9$. If $(A, C)$ and $B$ are output from independent rate- $\delta$-sources, then $A B+C$ is $2^{-\Omega(\alpha k)}$-close to a rate- $(1+\alpha) \delta$-source. Here $\alpha$ is the constant from the Incidence Theorem, where arithmetic is over a suitable field $F$.

We prove this using the Incidence Theorem. The relevance of lines comes in viewing $(a, c)$ as the line $y=a x+c$. In order to get a suitable set of points, we use the following lemma. This lemma is key in getting a statistical theorem from the few incidences.

Lemma 7.1. Suppose $X$ is $\epsilon$-far from a $k$-source. Then $\exists S \subseteq \operatorname{supp}(X),|S|<2^{k}$, such that $\operatorname{Pr}[X \in S] \geq$ $\epsilon$.

Proof. Take $S=\left\{s \mid X(s)>2^{-k}\right\}$. The correctness follows from Lemma 2.2.
We can now prove the theorem by taking the set of points to be $B \times S$.
Proof of Theorem 6. Let $(A, C)$ be output from a flat $2 k$-source, and $B$ from an independent flat $k$-source. Suppose $A B+C$ is $\epsilon$-far from a $k^{\prime}$ source, where $k^{\prime}=(1+\alpha) k$. Let $S$ be the set of size less than $K^{\prime}=2^{k^{\prime}}$ given by Lemma 7.1. Define the set of lines $L$ to be the support of $(A, C)$, where $(a, c)$ is associated with the line $a x+c$. Let $P$ be the set of points $\operatorname{supp}(B) \times S$.

We calculate the number of incidences in two different ways. On the one hand, note that when the line $(a, c)$ applied to $b$ lands in $S$, it corresponds to an incidence. Since $\operatorname{Pr}[A B+C \in S] \geq \epsilon$,

$$
I(P, L) \geq \epsilon|L| \cdot|B|=\epsilon K^{3}
$$

On the other hand, since $|L|=K^{2}$ and $|P| \leq K \cdot K^{\prime}=K^{2+\alpha}$, by the Incidence Theorem

$$
I(P, L)=O\left(K^{(2+\alpha)(3 / 2-\alpha)}\right)=o\left(K^{3-\alpha / 2}\right)
$$

Hence we may take $\epsilon=K^{-\alpha / 2}$ and the theorem follows.

### 7.3 Rate-Improving Function for Two Equal-Length Sources

Note that the previous theorem improves the rate from two independent sources, where one has twice the length of the other. In this subsection, we can do this from two sources of equal length. We do this by giving a statistical version of a theorem by Bourgain. This theorem shows that the $A B+C$ theorem holds when $C=A^{2}$ and the entropy rate is measured with respect to the length of $A$, rather than $(A, C)$, so only half the randomness is required.

Recently Bourgain [Bou05] showed that for a prime $p$, the function $g: \mathbb{F}_{p} \times \mathbb{F}_{p} \rightarrow \mathbb{F}_{p}$ given by $g(x, y)=x(x+y)$ has the following "expanding" property. For $|A|=|B|=p^{\delta}, \delta<1, g(A, B) \geq p^{\delta+\beta}$ for some $\beta=\beta(\delta)>0 .{ }^{1}$ We use the techniques developed in this section to show a statistical analogue

[^1]of this theorem. Note that our new theorem says that the $A B+C$ theorem holds when $C=A^{2}$, and furthermore the entropy rate is measured with respect to the length of $A$, rather than $(A, C)$.

Theorem 7. For all $\delta \in(0,1)$, there is a $\beta=\beta(\delta)>0$ such that if $X, Y$ are output from independent rate- $\delta$-sources, then $g(X, Y)$ is exponentially close to a $\delta+\beta$-source.

Proof. Let $X$ and $Y$ be independent random variables uniformly distributed over sets $A$ and $B$ of size $p^{\delta}$. Assume without loss of generality that they don't contain 0 . Suppose $g(X, Y)$ is not $\epsilon$-close to a $\delta+\beta$ source, where we will choose $\beta$ later. Let $S$ be the set of size at most $p^{\delta+\beta}$ guaranteed by Lemma 7.1. We can now follow Bourgain's proof closely (we change the beginning to take a probabilistic perspective).

Let $X^{\prime}$ and $Y^{\prime}$ be distributed as $X, Y$, respectively, but mutually independent. Then $\operatorname{Pr}[g(X, Y)=$ $\left.g\left(X^{\prime}, Y^{\prime}\right)\right] \geq \epsilon^{2} /|S|$. Since for $a \neq 0,|g(a, B)|=|B|$, we get that $\operatorname{Pr}\left[g(X, Y) \in g\left(X^{\prime}, B\right)\right] \geq \gamma$, where $\gamma=|B| \epsilon^{2} /|S|$. Let $p_{a}$ denote $\operatorname{Pr}[g(X, Y) \in g(a, B)]$, so $\mathrm{E}_{a \in A}\left[p_{a}\right] \geq \gamma$. Hence $\operatorname{Pr}_{a \in A}\left[p_{a} \geq \gamma / 2\right] \geq \gamma / 2$.

Fix any $a$ with $p_{a} \geq \gamma / 2$. Let $q_{x, a}$ denote $\operatorname{Pr}[g(x, Y) \in g(a, B)]$. Since $\mathrm{E}_{x}\left[q_{x, a}\right] \geq \gamma / 2, \operatorname{Pr}_{x \in A}\left[q_{x, a} \geq\right.$ $\gamma / 4] \geq \gamma / 4$. Let $A_{1}=\left\{x \in A \mid q_{x, a} \geq \gamma / 4\right\}$, and for $x \in A_{1}$ let $B_{x}=\{y \mid g(x, y) \in g(a, B)\}$.

We are now in the same situation as in Bourgain's proof, and the rest of our proof can follow his.

### 7.4 Condensing with One Random Bit

We now return to the model of one weak source and a small random seed. Barak et al. [BKS $\left.{ }^{+} 05\right]$ consider a condenser which adds two bits of randomness; here we show that one bit of randomness suffices. Of course, one bit is necessary, so this is optimal. Our proof is also simpler, proceeding directly from the Incidence Theorem. Again, there is nothing special about the constant .9 below; any constant less than 1 will do.

Theorem 8. Suppose $\delta \leq .9$. The map $(A, B, C) \mapsto((A, C),(B, A B+C))$ is a rate- $(\delta \rightarrow(1+\alpha / 2) \delta, \epsilon)$ -somewhere-condenser, where $\epsilon=2^{-\Omega(\alpha k)}$. Here $\alpha$ is the constant from the Incidence Theorem.

Note that the point $(b, a b+c)$ lies on the line $y=a x+c$. The above map can therefore be viewed as follows. Define the point-line incidence graph $G=(V, W, E)$ with vertices $V=F^{2}$ the set of points, and $W$ the set of lines over $F$. A point $p$ lies on line $\ell$ if $p \in \ell$. The above map is then the function from $E$ to $V \times W$ which maps an edge $(p, \ell)$ to its two endpoints.

As in the previous subsections, we need a lemma to convert the statistical problem to a counting problem. This time the lemma involves a pair of distributions, instead of a single one.

Lemma 7.2. If $(X, Y)$ is $\epsilon$-far from somewhere-entropy $k$, then there exists sets $S \subseteq \operatorname{supp}(X), T \subseteq$ $\operatorname{supp}(Y),|S|,|T|<2^{k}$, such that

$$
\operatorname{Pr}[X \in S \wedge Y \in T] \geq \epsilon
$$

Proof. Let $S=\left\{s \mid X(s)>2^{-k}\right\}$ and $T=\left\{t \mid Y(t)>2^{-k}\right\}$. If $\operatorname{Pr}[X \in S \wedge Y \in T]<\epsilon$, then this probability may be redistributed to ensure that all strings have probability at most $2^{-k}$. This contradicts that $(X, Y)$ is $\epsilon$-far from somewhere-entropy $k$.

We can now prove the theorem.
Proof of Theorem 8. We may assume that $(A, B, C)$ is uniform on a set of size $K=2^{k}$, and set $k^{\prime}=$ $(1+\alpha / 2) k$. Suppose $((A, C),(B, A B+C))$ is $\epsilon$-far from min-entropy $k^{\prime}$. Let $L=S$ and $P=T$ be the sets of size less than $K^{\prime}=2^{k^{\prime}}$ given by Lemma 7.2. Then view $L$ as a set of lines $(A, C)(x)=A x+C$ and $P$ as a set of points.

As in the previous subsections, we calculate the number of incidences in two different ways. On the one hand, since the line $(a, c)$ is always incident to the point $(b, a b+c)$ and at least $\epsilon$ fraction of these pairs lie in $S \times T$, the number of incidences

$$
I(P, L) \geq \epsilon K
$$

On the other hand, by the Incidence Theorem,

$$
I(P, L)=O\left(\left(K^{\prime}\right)^{3 / 2-\alpha} .\right.
$$

Combining these,

$$
K^{\prime}=\Omega\left((\epsilon K)^{1 /(3 / 2-\alpha)}\right)=\Omega\left((\epsilon K)^{2 / 3+4 \alpha / 9}\right) .
$$

Thus we may take $\epsilon=K^{-\alpha / 9}$ and the theorem is proved.
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