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#### Abstract

The Counting Constraint Satisfaction Problem $(\# \operatorname{CSP}(\mathcal{H}))$ over a finite relational structure $\mathcal{H}$ can be expressed as follows: given a relational structure $\mathcal{G}$ over the same vocabulary, determine the number of homomorphisms from $\mathcal{G}$ to $\mathcal{H}$. In this paper we characterize relational structures $\mathcal{H}$ for which $\# \operatorname{CSP}(\mathcal{H})$ can be solved in polynomial time and prove that for all other structures the problem is \#P-complete.


## 1 Introduction

In the Counting Constraint Satisfaction Problem, $\# \operatorname{CSP}(\mathcal{H})$, over a finite relational structures $\mathcal{H}$ the objective is, given a finite relational structure $\mathcal{G}$, to compute the number of homomorphisms from $\mathcal{G}$ to $\mathcal{H}$. Various particular cases of the \#CSP arise and have been extensively studied in a wide range of areas from logic, graph theory, and artificial intelligence $[3,18,27,34,38,47,51,53,54,57,58]$, to statistical physics [ $2,16,45$ ]. However, in different areas this problem often appears in different equivalent forms: (1) the problem of finding the number of models of a conjunctive formula, (2) the problem of computing the size (number of tuples) of the evaluation $Q(D)$ of a conjunctive query (without projection) $Q$ on a database $D$ and also (3) the problem of counting the number of assignments to a set of variables subject to specified constraints.

Since the seminal papers [55,30], the complexity of the decision counterpart of \#CSP, the Constraint Satisfaction Problem or CSP for short, has been an object of intensive study. The ultimate goal of that research direction is to classify finite relational structures with respect to the complexity of the corresponding CSP. We shall refer to this research problem as the classification problem. A number of significant results have been obtain, see e.g. [55, 30, 6, 8], but a full classification is far from being completed.

Although the classification problem for the general \#CSP has been tackled for the first time very recently, a massive work has been done in the study of the complexity of various particular counting CSPs. These particular problems include classical combinatorial problems such as \#Clique, Graph Reliability, Antichain, Permanent etc. [47, 53, 57, 58] expressible in the form of \#CSP; the counting Satisfiability and Generalized Satisfiability problems (in these problems the objective is to find the number of satisfying assignments to a propositional formula) [18,54] which correspond to $\# \operatorname{CSP}(\mathcal{H})$ for 2 -element structures $\mathcal{H}$, counting the number of solution of equations over finite semigroups [50, 44] and many others.

However, the real focus of research in this area has been \#H-Coloring problem and its variants. In the \#H-Coloring problem the aim is to find the number of homomorphisms from a given graph $G$ to the fixed graph $H$. Thus, it is equivalent to $\# \operatorname{CSP}(\mathcal{H})$ where $\mathcal{H}$ is a graph. Dyer and Greenhill [27] have proved that, for every undirected graph $H$, its associated \# $H$-Coloring problem is either in FP (we shall call such problems tractable) or \#P-complete and they have also provided a complete characterization of the
tractable problems. This result has been extended to the counting List \# $H$-Coloring problem [24, 22], which allows additional restrictions on possible images of a node. Recently, Dyer, Goldberg, and Paterson [28,29] obtained a similar classification for directed acyclic graphs. Furthermore, some other variants of the $\# H$-Coloring problem for undirected graphs have been intensively studied during the last few years [20,21]. Another direction in this area is the study of problems with restricted input, that is subproblems of the \# $H$-Coloring problem in which the input graph $G$ must be planar [38, 56], a partial $k$-tree [23], sparse or of low degree [34, 35], etc. Finally, we should mention the approach to counting problems using approximation and randomized algorithms, see e.g. [43, 26, 25].

In $[4,14]$ we started a systematic study of the classification problem for the general \#CSP. The main approach chosen was the algebraic approach which has proved to be quite useful in the study of the decision CSP [40, 41, 6, 8]. This approach uses invariance properties of predicates definable in relational structures. Invariance properties are usually expressed as polymorphisms of the predicates, that is (multi-ary) operations on the universe of the relational structure compatible with the predicates.

In [4], we proved that if $\# \operatorname{CSP}(\mathcal{H})$ is tractable, then $\mathcal{H}$ has a Mal'tsev polymorphism, that is a ternary operation $m(x, y, z)$ satisfying the identities $m(x, y, y)=m(y, y, x)=x$. Another observation was that the congruences, i.e. the definable equivalence relations, of $\mathcal{H}$ play a very important role. In particular, these results have allowed us to come up with a nearly trivial prove of the result of [27]. In [5], another necessary condition for the tractability of $\# \operatorname{CSP}(\mathcal{H})$ has been identified. It imposes certain restrictions onto possible congruences of $\mathcal{H}$, in terms of sizes of their equivalence classes.

In this paper, after giving general definitions (Section 2.1) and introducing the basics of the algebraic approach (Sections 2.2 and 2.3), we go deeper into the structure of congruences of a relational structure (Section 3.1) and then identify several further necessary conditions for tractability (Section 3.2), again expressed in terms of properties of congruences. Then, in Section 4, we prove that, for every relational structure $\mathcal{H}$ satisfying all the conditions obtained, the problem $\# \operatorname{CSP}(\mathcal{H})$ can be solved in polynomial time. Thus, we completely solve the classification problem for the general counting CSP.

We intensively use methods and results from a number of areas of modern algebra: lattice theory, tame congruence theory, commutator theory and ring theory. To make the paper available for a wider audience we are avoiding the excessive use of algebraic terminology. In spite of that, some parts of the paper, Section 4 and especially proofs, are demanding: they require from the reader some familiarity with basic algebraic objects and ideas. The keen reader is referred to textbooks [15, 31, 33, 37]. The reader should be aware that to avoid yet another layer of objects we use algebraic terminology for relational structures, while in the algebraic literature the same concepts are used for "dual" objects, universal algebras.

## 2 Preliminaries

### 2.1 Relational structures and homomorphisms

Our notation concerning tuples and relational structures is fairly standard. Let $[n]$ denote the set $\{1, \ldots, n\}$. The set of all $n$-tuples of elements from a set $H$ is denoted by $H^{n}$. We denotes tuples of elements in boldface, e.g. a, and their components by $\mathbf{a}[1], \mathbf{a}[2], \ldots$. For a subset $I=\left\{i_{1}, \ldots, i_{k}\right\} \subseteq[n]$ and an $n$ tuple a, by $\operatorname{pr}_{I}$ a we denote the projection of a onto $I$, the $k$-tuple $\left(\mathbf{a}\left[i_{1}\right], \ldots, \mathbf{a}\left[i_{k}\right]\right)$. For an $n$-ary relation $R \subseteq H^{n}$, its projection onto $I$ is defined to be $\operatorname{pr}_{I} R=\left\{\operatorname{pr}_{I} \mathbf{a} \mid \mathbf{a} \in R\right\}$. If $D_{i}=\operatorname{pr}_{i} R$ for $i \in[n]$ we say that $R$ is subdirect product of $D_{1}, \ldots, D_{n}$. If $D_{1}=\ldots=D_{n}=H$ then $R$ is said to be an $n$ th subderect power of $H$. For $\mathbf{a}=(\mathbf{a}[1], \ldots, \mathbf{a}[n])$ and $\mathbf{b}=(\mathbf{b}[1], \ldots, \mathbf{b}[m]),(\mathbf{a}, \mathbf{b})$ denotes the tuple $(\mathbf{a}[1], \ldots, \mathbf{a}[n], \mathbf{b}[1], \ldots, \mathbf{b}[m]$, while $\langle\mathbf{a}, \mathbf{b}\rangle$ denotes the pair of tuples.

A vocabulary is a finite set of relational symbols $R_{1}, \ldots, R_{n}$ each of which has a fixed arity. A relational structure over the vocabulary $R_{1}, \ldots, R_{n}$ is a tuple $\mathcal{H}=\left(H ; R_{1}^{\mathcal{H}}, \ldots, R_{n}^{\mathcal{H}}\right)$ such that $A$ is a non-empty set, called the universe of $\mathcal{H}$, and each $R_{i}^{\mathcal{H}}$ is a relation on $H$ having the same arity as the symbol $R_{i}$. Let $\mathcal{G}, \mathcal{H}$ be relational structures over the same vocabulary $R_{1}, \ldots, R_{n}$. A homomorphism from $\mathcal{G}$ to $\mathcal{H}$ is a mapping $\varphi: G \rightarrow H$ from the universe of $\mathcal{G}$ (the instance) to the universe $H$ of $\mathcal{H}$ (the template) such that, for every relation $R^{\mathcal{G}}$ of $\mathcal{G}$ and every tuple $\left(\alpha_{1}, \ldots, a_{m}\right) \in R^{\mathcal{G}}$, we have $\left(\varphi\left(\alpha_{1}\right), \ldots, \varphi\left(\alpha_{m}\right)\right) \in R^{\mathcal{H}}$.

A relation $R$ is said to be primitive positive definable (pp-) in $\mathcal{H}$, if it can be expressed using the predicates $R_{i}^{\mathcal{H}}$ of $\mathcal{H}$ together with the binary equality predicate on $H$ (denoted $\Delta_{H}$ ), conjunction, and existential quantification. We use $\operatorname{def}(\mathcal{H})$ to denote the set of all pp-definable relations.

### 2.2 Constraint Satisfaction Problem

The counting constraint satisfaction problem can be formulated in several ways (see Section 1). We use the model theoretic form of this problem.

Definition 1 Let $\mathfrak{H}$ be a class of relational structures. In the counting constraint satisfaction problem associated with $\mathfrak{H}(\# \operatorname{CSP}(\mathfrak{H}))$, the objective is, given a structure $\mathcal{H} \in \mathfrak{H}$ and a structure $\mathcal{G}$, to compute the number of homomorphisms from $\mathcal{G}$ to $\mathcal{H}$. We will refer to this problem as a uniform \#CSP.

If $\mathfrak{H}$ consists of a single structure $\mathcal{H}$, then we write $\# \operatorname{CSP}(\mathcal{H})$ instead of $\operatorname{CSP}(\{\mathcal{H}\})$ and refer to such a problem as a non-uniform homomorphism problem, because the inputs are just source structures.

Example 1 ( \#H-COLORING, $[27, \mathbf{3 6}, 46])$ A graph $\mathcal{H}$ is a structure with a vocabulary consisting of one binary symbol $R$. Then $\# \operatorname{CSP}(\mathcal{H})$ is widely known as the $\# H$-Coloring Problem, in which the objective is to compute the number of homomorphisms from a given graph into $\mathcal{H}$.

Example 2 (\#3-SAT, $[\mathbf{1 8}, \mathbf{1 9}, \mathbf{5 7}, \mathbf{5 8}]$ ) An instance of the \#3-SAT problem is specified by giving a propositional logic formula in CNF each clause of which contains 3 literals, and asking how many assignments satisfy it. Therefore, $\# 3$-SAT is equivalent to $\# \operatorname{CSP}\left(\mathcal{S}_{3}\right)$, where $\mathcal{S}_{3}$ is the 2-element relational structure with the universe $\{0,1\}$ and the vocabulary $R_{1}, \ldots, R_{8}$, the predicates $R_{1}^{\mathcal{S}_{3}}, \ldots, R_{8}^{\mathcal{S}_{3}}$ are the 8 predicates expressible by 3 -clauses.

Example 3 Let $F$ be a finite field and \#LINEAR EQUATIONS is the problem of finding the number of solutions to a system of linear equations over $F$. It is not hard to see that \#LINEAR EQUATIONS is equivalent to $\# \operatorname{CSP}(\mathfrak{L})$, where $\mathfrak{L}$ is the class of relational structures with the universe $F$ and the relations corresponding to hyperplanes of finite-dimensional vector spaces over $F$.

Example 4 (Equations over semigroups, $[50,44]$ ) Let $S$ be a finite semigroup, that is, a set with a binary associative operation. An equation over $S$ is an expression of the form $x_{1} \cdot x_{2} \cdot \ldots \cdot x_{m}=y_{1} \cdot y_{2} \cdot \ldots \cdot y_{m}$ where $\cdot$ is the semigroup operation, and $x_{i}, y_{j}$ are either indeterminants or constants. Then $\# \mathrm{EQN}_{S}^{*}$ stands for the problem of counting the number of solutions to a system of semigroup equations.

The problem $\# \mathrm{EQN}_{S}^{*}$ is equivalent to the problem $\# \operatorname{CSP}(\mathfrak{S})$ where $\mathfrak{S}$ is the class of structures with universe $S$ and relations expressible as the set of solutions of a semigroup equation.

In the last two examples, as well as for many other uniform problems, there is a minor ambiguity concerning a representation of the input. We always assume that in uniform problems the relations of the template are represented explicitly, by a list of tuples in the relation. In Examples 3,4 such a representation is not the most natural one. However, the class of relations admitting a succinct representation is rather
limited (see, e.g. [39]), and thus such representations are unsuitable for the study of the general problem. Morever, changing representation does not affect the complexity of non-uniform problems.

Every counting CSP belongs to the class \#P. However, the exact complexity of \# $\mathrm{CSP}(\mathcal{H})$ strongly depends on the structure $\mathcal{H}$. We say that a relational structure $\mathcal{H}$ is \#-tractable if $\# \operatorname{CSP}(\mathcal{H})$ is solvable in polynomial time; $\mathcal{H}$ is \#P-complete if $\# \operatorname{CSP}(\mathcal{H})$ is \#P-complete. Note that all reductions used in this paper are Turing reductions. The research problem we deal with in this paper is the following one.

Problem 1 (classification problem) Characterize \#-tractable and \#P-complete relational structures.
Example 5 (1) Dyer and Greenhill [27] proved that if $H$ is an undirected graph then $\# H$-Coloring can be solved in polynomial time if and only if every connected component of $H$ is either a complete bipartite graph, or a complete graph with all loops present, or a single vertex. Otherwise the problem is \#P-complete.
(2) A 2-element relational structure $\mathcal{H}$ is \#-tractable if and only if every predicate of $\mathcal{H}$ can be represented by a system of linear equations over the 2 -element field [18, 19]. Otherwise, $\mathcal{H}$ is \#P-complete.
(3) $\# \operatorname{CSP}(\mathfrak{L})$ is solvable in polynomial time.
(4) The problem \# $\mathrm{EQN}_{S}^{*}$ is solvable in polynomial time if and only if $S$ is a direct product of a uniformly inflated Abelian group, and inflated left-zero semigroup, and an inflated right-zero semigroup. Otherwise $\# \mathrm{EQN}_{S}^{*}$ is \#P-complete. For details see [44].

### 2.3 Polymorphisms, Algebras and Complexity

We have shown in [4] that polymorphisms of relational structures are a very powerful tool to study the complexity of counting problems. Any operation on a set $H$ can be extended in a standard way to an operation on tuples over $H$, as follows. For any ( $m$-ary) operation $f$, and any collection of tuples $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m} \in H^{n}$, define $f\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right)$ to be $\left(f\left(\mathbf{a}_{1}[1], \ldots, \mathbf{a}_{m}[1]\right), \ldots, f\left(\mathbf{a}_{1}[n], \ldots, \mathbf{a}_{m}[n]\right)\right)$. Then $f$ preserves an $n$-ary relation $R$ (or $R$ is invariant under $f$, or $f$ is a polymorphism of $R$ ) if for any $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m} \in R$ the tuple $f\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right)$ belongs to $R$. For a given set of operations, $C$, the set of all relations invariant under every operation from $C$ is denoted by $\operatorname{Inv}(C)$. For a relational structure $\mathcal{H}$ we use $\operatorname{Pol}(\mathcal{H})$ to denote the set of all operations preserving every relation of $\mathcal{H}$.

Example 6 Let $R$ be the solution space of a system of linear equations over a field $F$. Then the operation $m(x, y, z)=x-y+z$ is a polymorphism of $R$. Indeed, let $A \cdot \mathbf{x}=\mathbf{b}$ be the system defining $R$, and $\mathbf{x}, \mathbf{y}, \mathbf{z} \in R$. Then

$$
A \cdot m(\mathbf{x}, \mathbf{y}, \mathbf{z})=A \cdot(\mathbf{x}-\mathbf{y}+\mathbf{z})=A \cdot \mathbf{x}-A \cdot \mathbf{y}+A \cdot \mathbf{z}=\mathbf{b}
$$

In fact, the converse can also be shown: if $R$ is invariant under $m$ then it is the solution space of a certain system of linear equations.

The following propositions links together polymorphisms and pp-definability of relations.
Proposition $1([32,1,42])$ Let $\mathcal{H}$ be a finite structure, and let $R \subseteq H^{r}$ be a non-empty relation. Then $R$ is preserved by all polymorphisms of $\mathcal{H}$ if and only if $R$ is pp-definable in $\mathbf{A}$.

The connection between polymorphisms and the complexity of counting CSPs is provided by the following result.

Proposition $2([4])$ Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be relational structures with the same universe. If $\operatorname{Pol}\left(\mathcal{H}_{1}\right) \subseteq \operatorname{Pol}\left(\mathcal{H}_{2}\right)$ then $\# \operatorname{CSP}\left(\mathcal{H}_{2}\right)$ is polynomial time reducible to $\# \operatorname{CSP}\left(\mathcal{H}_{1}\right)$.

Theorem 2 amounts to say that all the information about the complexity of $\# \operatorname{CSP}(\mathcal{H})$ can be extracted from the family of polymorphisms of $\mathcal{H}$. Sets of polymorphisms often provide a more convenient and concise way of describing a class of constraint satisfaction problems. For example, in [4], we used polymorphisms to identify some conditions necessary for the \#-tractability of a relational structure. A ternary operation $m(x, y, z)$ on a set $H$ is said to be Mal'tsev if $m(x, y, y)=m(y, y, x)=x$ for all $x, y \in H$.
Proposition 3 ([4]) If $\mathcal{H}$ is a relational structure which is invariant under no Mal'tsev operation then $\mathcal{H}$ is \#P-complete.
Notice that if $\mathcal{H}$ has a Mal'tsev polymorphism then the decision CSP corresponding to $\mathcal{H}$ can be solved in polynomial time [7, 13].

Example 7 A Mal'tsev operation $m(x, y, z)$ is a polymorphism of the graph $H_{1}$ shown in Fig. 1, where $m$ is defined as

$$
m\left(i_{1} j_{1}, i_{2} j_{2}, i_{3} j_{3}\right)=i j
$$

$i=i_{1}\left[j=j_{1}\right]$ unless $i_{1}=i_{2}\left[j_{1}=j_{2}\right]$, in this case $i=i_{3}\left[j=j_{3}\right]$.
The graph $H_{2}$ has no Mal'tsev polymorphisms. Indeed, if some $f(x, y, z)$ is a Mal'tsev operation, then

$$
f\left(\binom{a}{c},\binom{a}{d},\binom{b}{d}\right)=\binom{b}{d} \notin E\left(H_{2}\right) .
$$



Figure 1:

In our algebraic definitions we follow [17, 49]. For algebraic notions and results concerning the decision CSP the reader is referred to $[9,11]$.

A (universal) algebra is an ordered pair $\mathbb{A}=(A, F)$ where $A$ is a non-empty set and $F$ is a family of finitary operations on $A$. The set $A$ is called the universe of $\mathbb{A}$, the operations from $F$ are called basic. An algebra with a finite universe is referred to as a finite algebra.

Any relational structure $\mathcal{H}$ with universe $H$ can be converted into an algebra $\operatorname{Alg}(\mathcal{H})=(H ; \operatorname{Pol}(\mathcal{H}))$. Conversely, every algebra $\mathbb{A}=(A ; F)$ corresponds to a class of structures $\operatorname{Str}(\mathbb{A})$ with universe $A$ and relations from $\operatorname{lnv}(F)$. Using this correspondence we can define \#-tractable algberas. An algebra $\mathbb{A}$ is said to be \#-tractable if every structure $\mathcal{H} \in \operatorname{Str}(\mathbb{A})$ is \#-tractable; it is said to be \#P-complete if some $\mathcal{H} \in \operatorname{Str}(\mathbb{A})$ is \#P-complete.

We shall express the complexity of $\# \operatorname{CSP}(\mathcal{H})$ in terms of $\operatorname{Alg}(\mathcal{H})$. For example, if an algebra has a Mal'tsev operation, it is called a Mal'tsev algebra. Proposition 3 implies that if $\# \operatorname{CSP}(\mathcal{H})$ is solvable in polynomial time then $\operatorname{Alg}(\mathcal{H})$ is Mal'tsev.

### 2.4 Subalgebras and congruences

We shall use various constructions on algebras, but two of these constructions, subalgebras and congruences, can be defined for relational structures, and are very useful and illustrative in this context.

A subalgebra of a structure $\mathcal{H}=\left(H ; R_{1}^{\mathcal{H}}, \ldots, R_{k}^{\mathcal{H}}\right)$ is a unary relation definable in $\mathcal{H}$, and a congruence of $\mathcal{H}$ an equivalence relation definable in $\mathcal{H}$. For a subset $B \subseteq H$, the substructure of $\mathcal{H}$ induced by $B$ is defined to be $\left.\mathcal{H}\right|_{B}=\left(B ;\left.R_{1}^{\mathcal{H}}\right|_{B}, \ldots,\left.R_{k}^{\mathcal{H}}\right|_{B}\right)$, where $\left.R_{i}\right|_{B}=R_{i} \cap B^{m_{i}}, R_{i}$ is $m_{i}$-ary. For an equivalence relation $\alpha$ and $a \in H$, the class of $\alpha$ containing $\alpha$ is denoted by $a / \alpha$ and the set of all classes of $\alpha$ by $H / \alpha_{\alpha}$. The quotient structure $\mathcal{H} / \alpha$ is defined to be $\mathcal{H} /{ }_{\alpha}=\left(H /{ }_{\alpha} ; R_{1}^{\mathcal{H}} /{ }_{\alpha}, \ldots, R_{k}^{\mathcal{H}} /{ }_{\alpha}\right)$, where $R_{i} /{ }_{\alpha}=$ $\left\{\left(a_{1} / \alpha, \ldots, a_{m_{i}} / \alpha\right) \mid\left(a_{1}, \ldots, a_{m_{i}}\right) \in R_{i}\right\}$.

Example 8 Let $\mathcal{H}$ be a digraph without sources and sinks, i.e. the in-degree and out-degree of each vertex is non-zero. We define two binary relations on the vertex set $H$ of $\mathcal{H}:(a, b) \in \theta$ if and only if $a, b$ have a common out-neighbour and $(a, b) \in \eta$ if and only if $a, b$ have a common in-neighbour; in other words, $\theta=\{(a, b) \mid(a, c),(b, c)$ for a certain $c \in H\}, \eta=\{(a, b) \mid(c, a),(c, b)$ for a certain $c \in H\}$. In general, $\theta, \eta$ are reflexive and symmetric relation. However, if $\mathcal{H}$ has a Mal'tsev polymorphism $m$, they are also transitive. Indeed, suppose that $(a, \beta) \in \theta, d \in H$ is their common out-neighbour and $c$ is an out-neighbour of $\alpha$. If $c$ is not an out-neighbour of $b$, then $\mathcal{H}$ contains $H_{2}$ (see Fig. 1) as an induced subgraph, which contradicts the assumption that $\mathcal{H}$ has a Mal'tsev polymorphism. Therefore, the out-neighbourhoods of $a, b$ are equal whenever $(a, b) \in \theta$, that implies transitivity. Thus, $\theta, \eta$ are congruences of $\mathcal{H}$.

For the graph $H_{3}$ shown in Fig. 2, the $\theta$-classes are $\{a, b, c\},\{d, e\}$ and the $\eta$-classes are $\{a, b, e\},\{c, d\}$.


Figure 2:

Proposition 4 ([4]) Let $\mathcal{H}$ be a relational structure, $B$ and $\alpha$ its subalgebra and congruence respectively.
(1) If $\mathcal{H}$ is $\#$-tractable then so are $\left.\mathcal{H}\right|_{B}$ and $\mathcal{H} / \alpha$.
(2) If $\left.\mathcal{H}\right|_{B}$ or $\mathcal{H} /{ }_{\alpha}$ is $\# P$-complete then $\mathcal{H}$ is $\# P$-complete.

Let $R \in \operatorname{def}(\mathcal{H})$ be an $n$-ary relation. It can be viewed as a subalgebra of $n$th direct power of $\mathcal{H}$. A congruence on $R$ is a $2 n$-ary relation $Q \in \operatorname{def}(\mathcal{H})$ such that $\operatorname{pr}_{\{1, \ldots, n\}} Q=\operatorname{pr}_{\{n+1, \ldots, 2 n\}} Q=R$, and, if $Q$ is treated as a binary relation on $R$, it is an equivalence relation.

The existence of a Mal'tsev polymorphism provides a necessary condition for the \#-tractability of a relational structure. However, it is not a sufficient condition, as Example 9 shows. In the next section we prove two more necessary conditions, and a particular case of one of them is that proved [5].

Let $\alpha, \beta$ be congruences of a $\mathcal{H}$, where $\alpha, \beta$ are incomparable, that is, neither $\alpha \subseteq \beta$, nor $\beta \subseteq \alpha$. Let $A_{1}, \ldots, A_{k}$ and $B_{1}, \ldots, B_{\ell}$ be $\alpha$ - and $\beta$-classes respectively (see Fig.3). Then $M(\alpha, \beta)$ denotes the $k \times \ell$-matrix $\left(m_{i j}\right)$, where $m_{i j}=\left|A_{i} \cap B_{j}\right|$.


Figure 3:

Proposition 5 ([5]) Let $\mathcal{H}$ be a relational structure, and let $\alpha, \beta$ be congruences of $\mathcal{H}$. If $\operatorname{rank}(M(\alpha, \beta))>$ $k$, where $k$ is the number of classes in the smallest congruence containing both $\alpha$ and $\beta$, then $\# \operatorname{CSP}(\mathcal{H})$ is \#P-complete.

Example 9 Let $\mathcal{H}$ be the graph $H_{3}$ shown in Fig. 2, $\alpha=\theta_{H_{3}}$ and $\beta=\eta_{H_{3}}$. We have $A_{1}=\{a, b, c\}, A_{2}=$ $\{e, d\}, B_{1}=\{a, b, e\}, B_{2}=\{c, d\}$ and

$$
M(\alpha, \beta)=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)
$$

By Proposition 5, the problem \#CSP $\left(H_{3}\right)$ is \#P-complete.

### 2.5 Varieties and Complexity

It will be convenient for us to jump back forth between model-theoretic and algebraic views to the CSP. The language of relational structures is more convenient when describing algorithms. On the other hand, standard algebraic constructions allow us to strengthen necessary conditions for \#-tractability, and eventually formulate a criterion for \#-tractability.

Definition 2 (1) Let $\mathbb{A}=(A ; F)$ be an algebra. The $k$-th direct power of $\mathbb{A}$ is the algebra $\mathbb{A}^{k}=\left(A^{k} ; F\right)$ where we treat each ( $n$-ary) operation $f \in F$ as acting on $A^{k}$ component-wise.
(2) Let $\mathbb{A}=(A ; F)$ be an algebra, and let $B$ be a subset of $A$ such that, for any ( $n$-ary) $f \in F$, and for any $b_{1}, \ldots, b_{n} \in B$, we have $f\left(b_{1}, \ldots, b_{n}\right) \in B$. Then the algebra $\mathbb{B}=\left(B ;\left.F\right|_{B}\right)$, where $\left.F\right|_{B}$ consists of restrictions of operations $f \in F$ to $B$, is called a subalgebra of $\mathbb{A}$.

Note that a set $B$ is a subalgebra of a structure $\mathcal{H}$ if and only if $B$ is the universe of a subalgebra of $\mathrm{Alg}(\mathcal{H})$.
(3) Let $\mathbb{A}_{1}=\left(A_{1} ; F_{1}\right)$ and $\mathbb{A}_{2}=\left(A_{2} ; F_{2}\right)$ such that $F_{1}=\left\{f_{i}^{1} \mid i \in I\right\}, F_{2}=\left\{f_{i}^{2} \mid i \in I\right\}$, and $f_{i}^{1}, f_{i}^{2}$ are of the same arity, $i \in I$. A mapping $\varphi: A_{1} \rightarrow A_{2}$ is called a homomorphism from $\mathbb{A}_{1}$ to $\mathbb{A}_{2}$ if $\varphi f_{i}^{1}\left(a_{1}, \ldots, a_{n_{i}}\right)=f_{i}^{2}\left(\varphi\left(a_{1}\right), \ldots, \varphi\left(a_{n_{i}}\right)\right)$ holds for all $i \in I$ and all $a_{1}, \ldots, a_{n_{i}} \in A_{1}$. If the mapping $\varphi$ is onto then $\mathbb{A}_{2}$ is said to be $a$ homomorphic image of $\mathbb{A}_{1}$.

A common way of constructing homomorphic images is through congruences and quotient algebras. A congruence of an algebra $\mathbb{A}=(A ; F)$ is an equivalence relation on $A$ invariant under all operations from $F$. Let $\theta$ be a congruence of $\mathbb{A}$. The algebra $\mathbb{A} / \theta=(A / \theta ; F / \theta)$, where $F /{ }_{\theta}=\{f / \theta \mid f \in F\}$ and $f / \theta$ is defined through the equality $f / \theta\left(a_{1} / \theta, \ldots, a_{n} / \theta\right)=\left(f\left(a_{1}, \ldots, a_{n}\right)\right) / \theta$ is called a quotient algebra. Observe that an equivalence relation is a congruence of a structure $\mathcal{H}$ if and only if it is a congruence of $\mathrm{Alg}(\mathcal{H})$.

A property of algebras such that if an algebra enjoys the property then any its subalgebra, homomorphic image, and direct power also enjoys it, is said to be hereditary. Universal algebra mostly deals with hereditary properties [37, 49]. Therefore, the next theorem allows us to apply the methods of modern algebra to the study of the complexity of the counting CSP.

Theorem $1([4,14])$ Let $\mathbb{A}=(A ; F)$ be a finite algebra. Then
(i) if $\mathbb{A}$ is \#-tractable then so is every subalgebra, homomorphic image, and direct power of $\mathbb{A}$.
(ii) if $\mathbb{A}$ has an $\# P$-complete subalgebra, homomorphic image, or direct power, then $\mathbb{A}$ is $\# P$-complete itself.

For an algebra $\mathbb{A}$ the class of algebras that are homomorphic images of subalgebras of direct powers of $\mathbb{A}$ is called the variety generated by $\mathbb{A}$.

An operation $f$ on the universe of an algebra $\mathbb{A}=(A ; F)$ that preserves all relations invariant under $F$ is called a term operation of $\mathbb{A}$. Every term operation of $\mathbb{A}$ can be obtained from operations of $F$ by means of superposition.

An operation $f$ on a set $A$ is said to be idempotent if the equality $f(x, \ldots, x)=x$ holds for all $x$ from $A$. Algebras whose basic operations are idempotent posess many useful properties that will assist in our investigation. The full idempotent reduct of an algebra $\mathbb{A}=(A ; F)$ is the algebra $\operatorname{ld}(\mathbb{A})=\left(A ; F_{\text {id }}\right)$ where $F_{\text {id }}$ consists of all idempotent term operations of $\mathbb{A}$. There is another way to characterize $F_{\text {id }}$. If $\mathbb{A}=\operatorname{Alg}(\mathcal{H})$ for a certain relational structure $\mathcal{H}$, then $\operatorname{Id}(\mathbb{A})=\operatorname{Alg}\left(\mathcal{H}_{\mathrm{id}}\right)$, where $\mathcal{H}_{\mathrm{id}}$ is an expansion of $\mathcal{H}$ by unary relations $C_{h}, h \in \mathcal{H}$, and $C_{h}$ is interpreted an constant relation $\{(h)\}$, containing only one tuple, namely ( $h$ ).

Theorem $2([4,14])$ A finite algebra $\mathbb{A}$ is \#-tractable $[\# P$-complete $]$ if and only if so is $\operatorname{ld}(\mathbb{A})$.
If $\mathbb{A}$ is an idempotent algebra and the condition of Proposition 5 is true for every pair of congruences of $\mathbb{A}$ then $\mathbb{A}$ is said to be congruence singular. If every finite algebra in a variety is congruence singular then the variety is called congruence singular. We call a relational structure $\mathcal{H}$ congruence singular if $\operatorname{Alg}(\mathcal{H})$ generates a congruence singular variety. By Proposition 5 and Theorems 1,2 , every structure $\mathcal{H}$ that is not \#P-complete is congruence singular. The main result of the paper is that this condition is sufficient for \#-tractability.

Theorem 3 A relational structure $\mathcal{H}[$ an algebra $\mathbb{A}]$, is \#-tractable if and only if $\mathcal{H}_{\mathrm{id}}$ is congruence singular [ $\mathbb{A}$ generates a congruence singular variety].

Observe that the condition of having a Mal'tsev polymorphism (term operation) is not included into the criterion. As we shall see later (Lemma 1) every congruence singular structure has a Mal'tsev polymorphism.

## 3 Congruence lattices and the structure of relations

### 3.1 Congruence lattices and types of prime quotients

In this section we look closer at the family of congruences of a relational structure $\mathcal{H}$. We shall assume that $\mathcal{H}$ has a Mal'tsev polymorphism $m(x, y, z)$. All definitions and results given here were originally introduced for algebras [15, 49]. As our algorithms are described in terms of relational structures, we reformulate them in terms of structures, replacing congruences of algebra with congruences of structures, and term operations of an algebra with polymorphisms of a structure. However, the notions we arrive to for a structure $\mathcal{H}$ are exactly the same as those defined for the algebra $\operatorname{Alg}(\mathcal{H})$.

The set of all congruences of $\mathcal{H}$ is denoted by $\operatorname{Con}(\mathcal{H})$. Let $\alpha, \beta \in \operatorname{Con}(\mathcal{H})$. The intersection of $\alpha$ and $\beta$ is again a congruence of $\mathcal{H}$ is denoted $\alpha \wedge \beta$. As is well known, the smallest equivalence relation containing both $\alpha$ and $\beta$ is the transitive closure of $\alpha \cup \beta$. It can be shown that this equivalence relation is a congruence of $\mathcal{H}$, denoted by $\alpha \vee \beta$. The set $\operatorname{Con}(\mathcal{H})$ together with the operations $\wedge$ (meet) and $\vee$ (join) is called the congruence lattice of $\mathcal{H}$. The set $\operatorname{Con}(\mathcal{H})$ is naturally ordered with respect to inclusion. The least element of $\operatorname{Con}(\mathcal{H})$ is the equality relation, denoted by $\Delta$, and the greatest element is the full relation, denoted by $\nabla$.

If $R$ is a relation pp-definable in $\mathcal{H}$, then $\operatorname{Con}(R)$ denotes the set of all congruences on $R$. This set depends on $\mathcal{H}$ as well as on $R$, but usually $\mathcal{H}$ is clear from the context. The set $\operatorname{Con}(R)$ is also a lattice.

Since $\mathcal{H}$ has a Mal'tsev polymorphism, the set $\operatorname{Con}(\mathcal{H})$ cannot be just an arbitrary collection of equivalence relation. In particular, every two members $\alpha, \beta$ of $\operatorname{Con}(\mathcal{H})$ must be permutable, that is $\alpha \circ \beta=\beta \circ \alpha$. This means that, for any $\alpha$-class $A$ and any $\beta$-class $B$ belonging the same $\alpha \vee \beta$-class, $A \cap B$ is non-empty (see Fig.4).
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Lemma 1 If a relational structure $\mathcal{H}$ is congruence singular [an algebra $\mathbb{A}$ generates a congruence singular variety], then it has a Mal'tsev polymorphism [a Mal'tsev term operation].

Proof: By a well known result of Mal'tsev [15], an algebra $\mathbb{A}$ has a Mal'tsev term operation if and only if any two congruences of any algebra in the variety generated by $\mathbb{A}$ are permutable. Therefore it suffices to prove that if the variety generated by $\operatorname{Ag}(\mathcal{H})$ for a structure $\mathcal{H}$ is congruence singular then it is congruence permutable.

As is easily seen, congruences $\alpha, \beta$ are permutable if and only if $\alpha \circ \beta=\beta \circ \alpha=\alpha \vee \beta$. Suppose $\mathcal{H}$ is congruence singular, $\mathbb{B} \in \operatorname{var}(\operatorname{Alg}(\mathcal{H})$, and $\alpha, \beta \in \operatorname{Con}(\mathbb{B})$. If $\alpha \subseteq \beta$ or $\beta \subseteq \alpha$ then they are obviously permutable. If the congruences are incomparable then $\operatorname{rank}(M(\alpha, \beta))=k$ where $k$ is the number of $\alpha \vee \beta$-classes. This equality implies, in particular, that for any $a, b$ from the same $\alpha \vee \beta$-class, say, $a$ belongs to $\alpha$-class $A_{1}$ and $\beta$-class $B_{1}$, and $b$ belongs to $\alpha$-class $A_{2}$ and $\beta$-class $B_{2}$, we have $A_{1} \cap B_{2} \neq \varnothing$
and $A_{2} \cap B_{1} \neq \varnothing$ (the corresponding entries of $M(\alpha, \beta)$ must be nonzero). Then $\langle a, b\rangle \in \alpha \circ \beta$, as any $c \in A_{1} \cap B_{2}$ witnesses, and $\langle a, b\rangle \in \beta \circ \alpha$, as any $d \in A_{2} \cap B_{1}$ witnesses. Thus $\alpha \circ \beta=\beta \circ \alpha=\alpha \vee \beta$.

A pair of congruences $\langle\alpha, \beta\rangle$ is said to be a prime quotient if $\alpha \leq \beta$ and, for any $\gamma$ such that $\alpha \leq \gamma \leq \beta$, either $\gamma=\alpha$ or $\gamma=\beta$.

We shall use some notions and results of tame congruence theory [37]. Tame congruence theory is a tool to study a local structure of universal algebras and relational structures through certain properties of prime quotients of the congruence lattice. In general, this theory identifies five possible types of such quotients defined in a rather sophisticated way. Fortunately, in our case of relational structures with a Mal'tsev polymorphism, only two of those types can occur, and the definition of these possible types can be significantly simplified.

If every polymorphism of a relational structure $\mathcal{H}$ is idempotent, then, for any congruence $\alpha$ of $\mathcal{H}$, every $\alpha$-class $A$ is a subalgebra. Indeed, for any $f\left(x_{1}, \ldots, x_{n}\right) \in \operatorname{Pol}(\mathcal{H})$ and any $a_{1}, \ldots, a_{n} \in A$, we have $\left(a_{1}, a_{1}\right),\left(a_{2}, a_{1}\right), \ldots,\left(a_{n}, a_{1}\right) \in \alpha, f\left(a_{1}, \ldots, a_{1}\right)=a_{1}$ and therefore

$$
f\left(\binom{a_{1}}{a_{1}},\binom{a_{1}}{a_{2}}, \ldots,\binom{a_{1}}{a_{n}}\right)=\binom{f\left(a_{1}, \ldots, a_{n}\right)}{a_{1}} \in \alpha
$$

Hence, $f\left(a_{1}, \ldots, a_{n}\right) \in A$.
A prime quotient $\alpha \prec \beta$ is said to be of affine type, if, for any $\beta$-class $B$, there is a module $M_{B}$ with the base set $B / \alpha$ over a ring $R_{B}$ such that for any $f\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right) \in \operatorname{Pol}(\mathcal{H})$ and $a_{1}, \ldots, a_{m} \in H$, if the operation $g\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right)$ preserves $B$, then it can be represented as an operation of the module $M_{B}$ :

$$
\left(\left.g\right|_{B}\left(x_{1}, \ldots, x_{n}\right)\right) / \alpha=c_{1} x_{1}+\ldots c_{n} x_{n}+a
$$

In all other cases, $\alpha \prec \beta$ has Boolean type.
Example 10 Let $\mathcal{L}_{2}$ be a 2-element relational structure whose relational symbols are interpreted as solution spaces to systems of linear equations. Then $\mathcal{L}_{2}$ has only two congruences: $\Delta_{2}$, the equality relation, and $\nabla_{2}$, the total binary relation. As Example 6 shows, the prime quotient $\Delta_{2} \prec \nabla_{2}$ is of affine type. Thus, affine type corresponds to some kind of "linearity" in a broad sense.

Prime intervals $\alpha_{1} \prec \beta_{1}$ and $\alpha_{2} \prec \beta_{2}$ are said to be projective if $\beta_{1} \vee \alpha_{2}=\beta_{2}, \beta_{1} \wedge \alpha_{2}=\alpha_{1}$ or $\alpha_{1} \vee \beta_{2}=\beta_{1}$, $\alpha_{1} \wedge \beta_{2}=\alpha_{1}$. Thus projectivity is a binary relation on the set of prime intervals of $\operatorname{Con}(\mathcal{H})$. Two intervals that belong to the transitive closure of this relation are said to be perspective to each other.

Lemma 2 ([37], Lemma 6.2) If $\alpha_{1} \prec \beta_{1}$ and $\alpha_{2} \prec \beta_{2}$ are perspective intervals in $\operatorname{Con}(\mathcal{H})$, then they have the same type.

### 3.2 Congruence lattices of Mal'tsev Algebras

We will sometimes distinguish two cases: when the congruence lattice of our relational structure omits affine type, and when affine type occurs in this lattice.

### 3.2.1 Algebras omitting affine type.

If $\mathcal{H}$ omits affine type then, by Theorem 9.15 of [37], $\operatorname{Con}(\mathcal{H})$ is distributive, that is, for any $\alpha, \beta, \gamma \in$ $\operatorname{Con}(\mathcal{H})$, the equality $\alpha \wedge(\beta \vee \gamma)=(\alpha \wedge \beta) \vee(\alpha \wedge \gamma)$ holds. Finite distributive lattices are exhaustively studied (see, e.g. [33]). In particular, there is a finite set, $M$, and a injective mapping $\pi: \operatorname{Con}(\mathcal{H}) \rightarrow 2^{M}$ (the set of all subsets) such that $\pi(\alpha \vee \beta)=\pi(\alpha) \cup \pi(\beta)$ and $\pi(\alpha \wedge \beta)=\pi(\alpha) \cap \pi(\beta)$. We use the following representation of a set $M$. Take a maximal chain $C$ in $\operatorname{Con}(\mathcal{H})$, that is, a chain of congruences $\Delta=\theta_{0} \prec \theta_{1} \prec \ldots \prec \theta_{\ell}=\nabla$. The set $M$ is defined to be the set of the prime quotients of the chain. Slightly abusing notion the quotient $t h_{i-1}, \theta_{i}$ will be denoted by $i$. A congruence $\theta \in \operatorname{Con}(\mathcal{H})$ corresponds to the sets of quotients from $M$ that are projective to quotients of the form $\gamma \prec \beta \leq \theta$. The bottom end of a prime quotient $\alpha \in\{1, \ldots, \ell\}$ will be denoted by $\alpha^{-}$, and the top one by $\alpha^{+}$.

Example 11 The lattice shown in Fig. 5(a) is distributive and its representation as a lattice of subsets is also shown.


Figure 5:
The following proposition comprises properties of $\operatorname{Con}(\mathcal{H})$ that follow easily from the representation of this lattice as a lattice of subsets.

Proposition 6 (1) Every prime interval in $\operatorname{Con}(\mathcal{H})$ is perspective to one and only one of the intervals of $C$. (2) For any $\alpha \in M$, that is, any prime interval in $C$, there is the greatest prime interval $\kappa_{\alpha} \prec \lambda_{\alpha}$ perspective to $\alpha$; that is, for any $\beta \prec \gamma$ perspective to $\alpha$ we have $\beta \leq \kappa_{\alpha}$ and $\gamma \leq \lambda_{\alpha}$.
(3) For any $\alpha \in M$, the congruence $\kappa_{\alpha}$ is meet-irreducible, that is, if $\kappa_{\alpha}=\beta \wedge \gamma$ than $\kappa_{\alpha}=\beta$ or $\kappa_{\alpha}=\gamma$ (see Fig.5(b).

### 3.2.2 Algebras admitting affine type.

Let us again consider the congruence lattice $\operatorname{Con}(\mathcal{H})$. A congruence $\beta$ is said to be solvable over $\alpha$ if there are $\alpha=\alpha_{1} \prec \ldots \prec \alpha_{k}=\beta$ such that all the prime quotients $\alpha_{i} \prec \alpha_{i+1}$ have affine type. Then $\stackrel{\mathcal{S}}{\sim}$ denotes a binary relation on $\operatorname{Con}(\mathcal{H})$ defined as follows: $\alpha \stackrel{s}{\sim} \beta$ if and only if $\alpha \vee \beta$ is solvable over $\alpha \wedge \beta$. If $\alpha \leq \beta$ then the set of all $\gamma$ such that $\alpha \leq \gamma \leq \beta$ is said to be an interval in $\operatorname{Con}(\mathcal{H})$, denoted $[\alpha, \beta]$. The next proposition lists some properties of $\underset{\sim}{\sim}$ that follows from well known facts about modular lattices, Mal'tsev operations and Lemma 7.4, Theorem 7.7 from [37].

Proposition 7 (1) $\stackrel{s}{\sim}$ is an equivalence relation and, moreover, a congruence of $\operatorname{Con}(\mathcal{H})$; that is, for any $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \operatorname{Con}(\mathcal{H})$ such that $\alpha_{1} \stackrel{s}{\sim} \alpha_{2}, \beta_{1} \stackrel{s}{\sim} \beta_{2}$, we have $\left(\alpha_{1} \vee \beta_{1}\right) \stackrel{s}{\sim}\left(\alpha_{2} \vee \beta_{2}\right),\left(\alpha_{1} \wedge \beta_{1}\right) \stackrel{s}{\sim}\left(\alpha_{2} \wedge \beta_{2}\right)$. (2) Every class $S$ of $\stackrel{\mathcal{S}}{\sim}$ has the greatest $\eta_{S}$ and the least $\theta_{S}$ elements (with respect to $\leq$ ), and equals the interval $\left[\theta_{S}, \eta_{S}\right]$. Every prime quotient inside $S$ has affine type.
(3) The quotient lattice $\mathcal{L}=\operatorname{Con}(\mathcal{H}) / \stackrel{s}{\sim}$ is distributive (see Fig.6).


Figure 6: Congruence lattice and its quotient lattice modulo $\stackrel{s}{\sim}$. Prime quotients of affine type are shown by thick lines; the least elements in the classes of $\stackrel{\mathcal{S}}{\sim}$ are encircled

Proposition 7(3) implies that $\mathcal{L}$ can be represented as a lattice of subsets of a finite set $M$. Similar to Subsection 3.2.1, $M$ can be chosen to be the set of prime intervals of a maximal chain $C$ in $\mathcal{L}$. Note that the endpoints of $\alpha \in M$ are sets $S_{1}, S_{2}$ of congruences from $\operatorname{Con}(\mathcal{H})\left(S_{1}\right.$ correspods to the bottom end of $\alpha$ ). By $\alpha^{-}$we denote the greatest element of $S_{1}$, and by $\alpha^{+}$the least element of $S_{2}$ such that $\alpha^{-} \leq \alpha^{+}$. Let $\beta \prec \gamma$ be the greatest interval in $\mathcal{L}$ perspective to $\alpha$. Again, $\beta$ and $\gamma$ are sets $T_{1}, T_{2}$ of congruences from $\operatorname{Con}(\mathcal{H})\left(T_{1}\right.$ corresponds to $\beta$ ). By $\kappa_{\alpha}$ we denote the greatest element of $T_{1}$, and $\lambda_{\alpha}$ the least element in $T_{2}$ such that $\kappa_{\alpha} \leq \lambda_{a}$ (see Fig.7).


Figure 7: Congruence lattice and congruences $\kappa_{\alpha}, \lambda_{\alpha}$. Solid lines represent prime intervals of Boolean type, ovals represent $\stackrel{\substack{\sim}}{\sim}$-classes

Proposition 8 (1) The interval $\left[\alpha^{-}, \alpha^{+}\right]$is perspective to $\left[\kappa_{\alpha}, \lambda_{\alpha}\right]$.
(2) The intervals $\left[\alpha^{-}, \alpha^{+}\right]$and $\left[\kappa_{\alpha}, \lambda_{\alpha}\right]$ are prime.
(3) The intervals $\left[\alpha^{-}, \alpha^{+}\right]$and $\left[\kappa_{\alpha}, \lambda_{\alpha}\right]$ have Boolean type.
(4) The congruence $\kappa_{\alpha}$ is meet-irreducible.

### 3.3 Structure of relations invariant under a Maltsev operation

### 3.3.1 Basic properties

The following proposition contains some basic properties of Mal'tsev algebras and relations invariant under a Mal'tsev operation, that will be constantly used. Some of the results we cite below are traditionally stated in terms of algebras: a relation pp-definable in a structure $\mathcal{H}$ is treated as a subalgebra of a direct power of $\mathrm{Alg}(\mathcal{H})$. In order to keep the presentation uniform we formulate them in terms of relations and relational structures.

Proposition 9 Let $\mathcal{H}$ be a structure with a Mal'tsev polymorphism and $R$ an n-ary relation pp-definable in $\mathcal{H}$. Then for any $I \subseteq[n]$ the following properties hold

1. $R$ is rectangular, that is if $\mathbf{a}, \mathbf{b} \in \operatorname{pr}_{I} R, \mathbf{c}, \mathbf{d} \in \operatorname{pr}_{[n]-I} R$ and $(\mathbf{a}, \mathbf{c}),(\mathbf{a}, \mathbf{d}),(\mathbf{b}, \mathbf{c}) \in R$, then $(\mathbf{b}, \mathbf{d}) \in R$.
2. The relation $\theta_{I}=\left\{\langle\mathbf{a}, \mathbf{b}\rangle \in\left(\operatorname{pr}_{I} R\right)^{2} \mid\right.$ there is $\mathbf{c} \in \operatorname{pr}_{[n]-I} R$ such that $\left.(\mathbf{a}, \mathbf{c}),(\mathbf{b}, \mathbf{c}) \in R\right\}$ is a congruence of $\operatorname{pr}_{I} R$.
3. $R$ is a disjoint union of sets of the form $B \times C$ where $B$ is a $\theta_{I-c l a s s ~}$ and $C$ is a $\theta_{[n]-I-c l a s s . ~}$.

Binary relations invariant with respect to a Mal'tsev operation have particularly simple form. Let $B_{1}, B_{2}$ be subalgebras of $\mathcal{H}$ and $\alpha_{1} \in \operatorname{Con}\left(B_{1}\right), \alpha_{2} \in \operatorname{Con}\left(B_{2}\right)$. Let also $\varphi$ be a mapping from $B_{1} / \alpha_{1}$ to $B_{2} / \alpha_{2}$. The thick mapping corresponding to $\varphi$ is the binary relation $R=\left\{(a, b) \in B_{1} \times B_{2} \mid \varphi\left(a / \alpha_{1}\right)=b / \alpha_{2}\right\}$. Any congruence $\alpha$ is the thick mapping corresponding to the identity mapping on $H / \alpha$.

Corollary 1 Every binary relation compatible with $\mathbb{A}$ is a thick mapping.
We shall intensively use thick mappings throughout the paper. Let $R \in \operatorname{def}(\mathcal{H})$ be a $k$ th subdirect power of $H$. For $i, j \in[k]$ by $\psi_{i, j}$ we denote the thick mapping equal to $\mathrm{pr}_{i, j} R$. If it is a thick mapping corresponding to $\varphi: H /{ }_{\alpha} \rightarrow H /{ }_{\alpha}$ for some $\alpha \in \operatorname{Con}(H)$, we say that $\psi_{i, j}$ is a thick mapping of level $\alpha$. Let $\beta \in \operatorname{Con}(\mathcal{H})$. By $\beta^{*}$ we denote an equivalence relation on the set $[k]$ defined as follows: $\langle i, j\rangle \in \beta^{*}$ if and only if $\mathrm{pr}_{i, j} R$ is a thick mapping from $H / \gamma_{1}$ to $H / \gamma_{2}$ for some $\gamma_{1}, \gamma_{2} \leq \beta$. The following lemma follows from the definitions.

Lemma 3 If $R \in \operatorname{def}(\mathcal{H})$ is a subdirect power of $H$ then, for any $\alpha \in \operatorname{Con}(\mathcal{H})$, any $\alpha^{*}$-class $A$, any $g, g^{\prime} \in A$, and any sequence $g=g_{1}, \ldots, g_{n}=g^{\prime}$ such that $\psi_{g_{i}, g_{i+1}}$ is a thick mapping of $H / \beta_{i}$ to $H / \gamma_{i}$ for some $\beta_{i}, \gamma_{i} \leq \alpha, i \in[n-1]$, we have

$$
\psi_{g_{1}, g_{2}} \circ \ldots \circ \psi_{g_{n-1}, g_{n}} \subseteq \psi_{g, g^{\prime}}
$$

Lemma 3 implies that, for any congruence $\alpha$ and any $\alpha^{*}$-class $A$, we can select a representative $g_{A}$ and a family of mappings $\varphi_{g}: H /{ }_{\alpha} \rightarrow H /{ }_{\alpha}$, where $g \in A$, such that for any homomorphism $\psi: \mathcal{G} \rightarrow \mathcal{H}_{g}$, we have $\psi(g) /{ }_{\alpha}=\varphi_{g}\left(\psi\left(g_{A}\right)\right)$.

### 3.3.2 Boolean type and rectangularity properties

Let $\mathbb{A}$ be a finite algebra. The algebra $\mathbb{A}$ is called subdirectly irreducible if there is a congruence $\mu$, the monolith of $\mathbb{A}$, such that $\Delta \prec \mu$ and, for any congruence $\gamma \neq \Delta$, we have $\mu \leq \gamma$. We call a relational structure $\mathcal{H}$ subdirectly irreducible if $\operatorname{Alg}(\mathcal{H})$ is subdirectly irreducible. The monolith of a subdirectly irreducible structure is defined as the monolith of $\operatorname{Alg}(\mathcal{H})$.

Let $R \in \operatorname{def}(\mathcal{H})$, where $\mathcal{H}$ is a subdirectly irreducible structure with a Mal'tsev polymorphism, be an $k$-ary subdirect power of $\mathcal{H}$. The equivalence relation $\mu^{*}$ is defined in the same way as before. In [12], we defined coherent sets of the subdirect power $R$ satisfying these conditions, as classes of a certain partition of the set $[k]^{1}$. We do not need here a precise definition of coherent sets, because if the interval $\Delta \prec \mu$ has Boolean type then it follows from Lemma 2.7 of [12] that the coherent sets are equal to the classes of $\mu^{*}$.

Lemma 4 (Lemma 2.6, [12]) Let $R$ be a subdirect power of $\mathcal{H}$ and the structure $\mathcal{H}$ is subdirectly irreducible. Let also $\mu$ be its monolith and $B_{1}, \ldots, B_{k} \mu$-classes such that $R \cap\left(B_{1} \times \ldots \times B_{k}\right) \neq \varnothing$. Let $I_{1}, \ldots, I_{\ell}$ be the coherent sets and

$$
B_{I_{j}}=\operatorname{pr}_{I_{j}} R \cap \prod_{i \in I_{j}} B_{i}
$$

Then $R \cap\left(B_{1} \times \ldots \times B_{k}\right)=B_{I_{1}} \times \ldots \times B_{I_{\ell}}$.
For a congruence $\alpha \in \operatorname{Con}(\mathcal{H})$, let $\alpha^{k}$ denote the congruence of $R$ consisting of pairs $\langle\mathbf{a}, \mathbf{b}\rangle$ of tuples such that $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \alpha$ for all $i \in[k]$ (it is an easy exercise to check that $\alpha^{k}$ is indeed a congruence).

Proposition 10 Let $\mathcal{H}$ be a structure with a Mal'tsev polymorphism, let $M$ be a maximal chain in $\operatorname{Con}(\mathcal{H})$, let $R$ be a kth subdirect power of $\mathcal{H}$ and $\alpha \in M$. Let also $B_{1}, \ldots, B_{k}$ be classes of $\lambda_{\alpha}$ and $I_{1}, \ldots, I_{\ell}$ the classes of $\kappa_{\alpha}^{*}, I_{j}=\left\{i_{j 1}, \ldots, i_{j k_{j}}\right\}$. Then either $R \cap\left(B_{1} \times \ldots B_{k}\right)=\varnothing$, or

$$
R / \kappa_{\alpha}^{k} \cap\left(B_{1} / \kappa_{\alpha} \times \ldots \times B_{k} / \kappa_{\alpha}\right)=B_{I_{1}} / \kappa_{\alpha}^{\left|I_{1}\right|} \times \ldots \times B_{I_{\ell}} / \kappa_{\alpha}^{\left|I_{\ell}\right|}
$$

where $R / \kappa_{\alpha}^{k}=\left\{\left(\mathbf{a}[1] / \kappa_{\alpha}, \ldots, \mathbf{a}[k] / \kappa_{\alpha}\right) \mid \mathbf{a} \in R\right\}$ and $B_{I_{j}}=\operatorname{pr}_{I_{j}} R \cap \prod_{i \in I_{j}} B_{i}$, and

$$
B_{I_{j}}=\left\{\left(a, \psi_{i_{j 1}, i_{j 2}}(a), \ldots, \psi_{i_{j 1}, i_{j k_{j}}}(a)\right) \mid a \in B_{j} / \kappa_{\alpha}\right\} .
$$

Proof: The relation $R / \kappa_{\alpha}^{k}$ can be treated as a subdirect power of $\mathcal{H} / \kappa_{a} l$. Then the proposition follows straightforwardly from Lemmas 2.6 and 2.7 of [12], and also from Proposition 8(3),(4).

If a structure $\mathcal{H}$ with a Mal'tsev polymorphism omits affine type, then we can obtain even stronger rectangularity-type condition. Recall that in this case the congruence lattice of $\mathcal{H}$ is distributive. A Mal'tsev algebra $(\operatorname{Alg}(\mathcal{H})$ in our case) generating a variety, in which every algebra has a distributive congruence lattice is called arithmetical. Arithmetical algebras are exhaustively studied. We will use the following result [52] describing the structure of relations invariant with respect to such algebras.

Proposition 11 Let $\mathbb{D}$ be a subdirect product of $\mathbb{A}_{1}, \ldots, \mathbb{A}_{k}$. Then $\mathbb{D}$ can be uniquely determined by the thick mappings $\psi_{i j}$ for $i, j \in[k]$. More precisely, $\mathbf{a} \in \mathbb{D}$ if and only if $(\mathbf{a}[i], \mathbf{a}[j]) \in \psi_{i j}$ for all $i, j \in[k]$.

Corollary 2 If $\mathcal{H}$ is a structure with a Mal'tsev polymorphism omitting affine type then $\# \operatorname{CSP}(\mathcal{H})$ is polynomial time equivalent to $\# \operatorname{CSP}\left(\mathcal{H}^{\prime}\right)$, where $\mathcal{H}^{\prime}$ is a relational structure with the same universe as $\mathcal{H}$, all relational symbols of which are binary and interpreted as thick mappings of $\mathcal{H}$.

[^0]
## 4 Necessary condition for tractability

In this section we prove two more necessary conditions for \#-tractability. Both of them follow from Proposition 5, but they allow us to design an algorithm for \#CSP.

If the algebra corresponding to the structure $\mathcal{H}$ does not omit the affine type, then we have a stronger necessary condition for the tractability of $\# \operatorname{CSP}(\mathcal{H})$.

Proposition 12 If $\mathcal{H}$ is congruence singular then for any congruences $\delta \leq \alpha \prec \beta \in \operatorname{Con}(\mathcal{H})$ such that $\alpha \prec \beta$ has affine type, any $n$-ary relation $R \in \operatorname{def}(\mathcal{H})$ and any sequences $A_{1}, \ldots, A_{n}$ and $B_{1}, \ldots, B_{n}$ of $\alpha$-classes such that $A_{i}, B_{i}$ belong to the same $\beta$-class ( $i \in[n]$ ), if $R_{1}=R \cap\left(A_{1} \times \ldots \times A_{n}\right) \neq \varnothing$, $R_{2}=R \cap\left(B_{1} \times \ldots \times B_{n}\right) \neq \varnothing$, then $\left|R_{1} / \delta^{n}\right|=\left|R_{2} / \delta^{n}\right|$.

We make use of some basics of commutator theory in congruence modular varieties (see the seminal book [31]). Let $\mathbb{A}$ be a Mal'tsev algebra and $\alpha, \beta, \gamma \in \operatorname{Con}(\mathbb{A})$. The congruence $\alpha$ centralizes $\beta$ modulo $\gamma$, denoted $C(\alpha, \beta ; \gamma)$, if, for any ( $n$-ary) term operation $f$, any $\langle u, v\rangle \in \alpha$ and any $\left\langle a_{1}, b_{1}\right\rangle, \ldots,\left\langle a_{n-1}, b_{n-1}\right\rangle \in$ $\beta$,

$$
\begin{aligned}
& \left\langle f\left(u, a_{1}, \ldots, a_{n-1}\right), f\left(u, b_{1}, \ldots, b_{n-1}\right)\right\rangle \in \gamma \\
& \quad \Longleftrightarrow\left\langle f\left(v, a_{1}, \ldots, a_{n-1}\right), f\left(v, b_{1}, \ldots, b_{n-1}\right)\right\rangle \in \gamma .
\end{aligned}
$$

The smallest congruence $\gamma$ such that $C(\alpha, \beta ; \gamma)$ is called the commutator of $\alpha, \beta$, denoted $[\alpha, \beta]$.
Proposition 13 ([31]) Let $\mathbb{A}$ be a Mal'tsev algebra and $\alpha, \beta, \gamma \in \operatorname{Con}(\mathbb{A})$. Then
(1) $[\alpha, \beta]=[\beta, \alpha]$;
(2) if $\alpha \prec \beta$ and this interval has affine type if and only if $[\beta, \beta] \leq \alpha$;
(3) if $\alpha \leq \beta$ and $[\beta, \beta] \leq \alpha$, there is a congruence $\theta$ of $\beta$ (which is considered as a subalgebra of $\mathbb{A}^{2}$ ) such that the set $\{\langle(a, b),(c, d)\rangle \mid\langle a, b\rangle,\langle c, d\rangle \in \alpha\}$ is a class of $\theta$.

Proof: (of Proposition 12.) By switching to the quatient structure $\mathcal{H} / \delta$ we may assume that $\delta$ is the equality relation. To prove Proposition 12 we consider the universal algebra $\mathbb{A}=(H ; \operatorname{Pol}(\mathcal{H}))$ and the subalgebra $\mathbb{B}$ of $\mathbb{A}^{n}$ with the universe $R$. Thus we consider $R$ as a subalgebra of $\mathbb{A}^{n}$.
Claim 1. For the algebra $\mathbb{B},\left[\beta^{n}, \beta^{n}\right] \leq \alpha^{n}$.
Let $f$ be a ( $k$-ary) term operation of $\mathbb{A}$, and let $\langle\mathbf{u}, \mathbf{v}\rangle \in \beta^{n}$ and $\left\langle\mathbf{a}_{1}, \mathbf{b}_{1}\right\rangle, \ldots,\left\langle\mathbf{a}_{k-1}, \mathbf{b}_{k-1}\right\rangle \in \beta^{n}$. If $\left\langle f\left(\mathbf{u}, \mathbf{a}_{1}, \ldots, \mathbf{a}_{k-1}\right), f\left(\mathbf{u}, \mathbf{b}_{1}, \ldots, \mathbf{b}_{k-1}\right)\right\rangle \in \alpha^{n}$ then $\left\langle f\left(\mathbf{u}[i], \mathbf{a}_{1}[i], \ldots, \mathbf{a}_{k-1}[i]\right), f\left(\mathbf{u}[i], \mathbf{b}_{1}[i], \ldots, \mathbf{b}_{k-1}[i]\right)\right\rangle \in$ $\alpha$ for each $i \in[n]$. Since $C(\beta, \beta ; \alpha)$, this implies $\left\langle f\left(\mathbf{v}[i], \mathbf{a}_{1}[i], \ldots, \mathbf{a}_{k-1}[i]\right), f\left(\mathbf{v}[i], \mathbf{b}_{1}[i], \ldots, \mathbf{b}_{k-1}[i]\right)\right\rangle \in$ $\alpha$ for each $i \in[n]$. Thus $\left\langle f\left(\mathbf{v}, \mathbf{a}_{1}, \ldots, \mathbf{a}_{k-1}\right), f\left(\mathbf{v}, \mathbf{b}_{1}, \ldots, \mathbf{b}_{k-1}\right)\right\rangle \in \alpha^{n}$.

We treat the congruence $\beta^{n}$ as a subalgebra of $\mathbb{B}^{2}$; let us denote it by $\mathbb{C}$. Let $A_{1}, \ldots, A_{k}$ be the $\alpha^{n}$ classes of $\mathbb{B}$ and $\left|A_{i}\right|=\ell_{i}$. By Proposition 13 there is a congruence $\gamma$ of $\mathbb{C}$ such that the set $D$ of pairs of the form $(\mathbf{a}, \mathbf{b}), \mathbf{a}, \mathbf{b} \in \mathbb{B}$ and $\langle\mathbf{a}, \mathbf{b}\rangle \in \alpha^{n}$. Let $\gamma^{\prime}=\gamma \vee \alpha^{2 n}$. The set $D$ is a class of $\gamma^{\prime}$.
Claim 2. Every class $E$ of $\gamma^{\prime}$ is the union $\left(A_{1} \times A_{\varphi(1)}\right) \cup \ldots \cup\left(A_{k} \times A_{\varphi(k)}\right)$ for a certain bijective mapping $\varphi:[k] \rightarrow[k]$; and for one of the classes $\varphi$ is the identity mapping.

Since $\alpha^{2 n} \subseteq \gamma^{\prime}$, if $A_{i} \times A_{j} \cap E \neq \varnothing$ then $A_{i} \times A_{j} \subseteq E$. Suppose that there are $(\mathbf{a}, \mathbf{b}),(\mathbf{c}, \mathbf{d}) \in E$ such that $\langle\mathbf{a}, \mathbf{c}\rangle \in \alpha^{n}$, but $\langle\mathbf{b}, \mathbf{d}\rangle \notin \alpha^{n}$. As $\alpha^{2 n} \subseteq \gamma^{\prime}$, we may assume $\mathbf{a}=\mathbf{c}$. Let us consider $\gamma^{\prime}$ as a 4-ary relation on $\mathbb{B}$. Let also $f$ be a Mal'tsev operation of $\mathbb{A}$. Then we have

$$
f\left(\begin{array}{ccc}
\mathbf{a} & \mathbf{a} & \mathbf{b} \\
\mathbf{a} & \mathbf{b} & \mathbf{b} \\
\mathbf{a} & \mathbf{a} & \mathbf{d} \\
\mathbf{a} & \mathbf{d} & \mathbf{d}
\end{array}\right)=\left(\begin{array}{l}
\mathbf{b} \\
\mathbf{a} \\
\mathbf{d} \\
\mathbf{a}
\end{array}\right) \in \gamma^{\prime} \quad \text { and } \quad f\left(\begin{array}{ccc}
\mathbf{a} & \mathbf{a} & \mathbf{b} \\
\mathbf{b} & \mathbf{a} & \mathbf{a} \\
\mathbf{a} & \mathbf{a} & \mathbf{d} \\
\mathbf{b} & \mathbf{a} & \mathbf{a}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{b} \\
\mathbf{b} \\
\mathbf{d} \\
\mathbf{b}
\end{array}\right) \in \gamma^{\prime}
$$

which implies that $\langle\mathbf{b}, \mathbf{d}\rangle \in \alpha^{n}$, a contradiction.
Let also $\beta^{\prime}$ denote the congruence $\alpha^{n} \times \beta^{n}$. It is not hard to see that $\gamma^{\prime} \vee \beta^{\prime}=\beta^{n} \times \beta^{n}$ and $\gamma^{\prime} \wedge \beta^{\prime}=$ $\alpha^{n} \times \alpha^{n}$.

Clearly, every class of $\alpha^{n} \times \alpha^{n}$ is the direct product of two classes $R_{1}, R_{2}$ of $\alpha^{n}$. Therefore, its size is $\left|R_{1}\right| \cdot\left|R_{2}\right|$. Thus, the first two rows of the matrix $M\left(\gamma^{\prime}, \beta^{\prime}\right)$ look as follows

$$
\left(\begin{array}{cccc}
\ell_{1}^{2} & \ell_{2}^{2} & \cdots & \ell_{k}^{2} \\
\ell_{1} \ell_{\varphi(1)} & \ell_{2} \ell_{\varphi(2)} & \cdots & \ell_{k} \ell_{\varphi(k)}
\end{array}\right) .
$$

If $\# \operatorname{CSP}(R) \subseteq \# \operatorname{CSP}(\mathcal{H})$ is not $\#$ P-complete, then these two rows are proportional, that is

$$
\frac{\ell_{1}}{\ell_{\varphi(1)}}=\frac{\ell_{2}}{\ell_{\varphi(2)}}=\ldots=\frac{\ell_{k}}{\ell_{\varphi(k)}}
$$

For any $i \in\{1, \ldots, k\}$, let $m$ be such that $\varphi^{m}(i)=i$. Since

$$
\frac{\ell_{i}}{\ell_{\varphi(i)}}=\frac{\ell_{\varphi}(i)}{\ell_{\varphi^{2}(i)}}=\ldots=\frac{\ell_{\varphi}^{m-1}(i)}{\ell_{\varphi^{m}(i)}}
$$

we have $\ell_{i}^{2}=\ell_{\varphi(i)} \ell_{\varphi^{-1}(i)}$. As this holds for every $i$ and $\varphi(i)=i$ for no $i$, we conclude that $\ell_{i}=\ell_{j}$ for any pair $i, j$ from the same orbit of $\varphi$. Finally, for each pair $i, j \in\{1, \ldots, k\}$, there is a row in $M\left(\gamma^{\prime}, \beta^{\prime}\right)$ of the form $\left(\begin{array}{llll}\ell_{1} \ell_{\psi(1)} & \ell_{2} \ell_{\psi(2)} & \cdots & \left.\ell_{k} \ell_{\psi(k)}\right)\end{array}\right)$ such that $\psi(i)=j$. By what was proved above, $\ell_{i}=\ell_{j}$.

We will also need another corollary from Proposition 5. Let $T$ be a $k$-dimensional array, that is a collection of numbers $T\left[i_{1}, \ldots, i_{k}\right]$ indexed by tuples $\left(i_{1}, \ldots, i_{k}\right)$, where $1 \leq i_{k} \leq m_{k}$. The array $T$ has rank 1 , denoted $\operatorname{rank}(T)=1$, if for each $\ell \in[k]$, and any $i_{1}, \ldots, i_{\ell-1}, i_{\ell+1}, \ldots, i_{k}, j_{1}, \ldots, j_{\ell-1}, j_{\ell+1}, \ldots, j_{k}$ with $i_{u}, j_{u} \in\left[m_{u}\right]$, we have

$$
\frac{T\left[i_{1}, \ldots, i_{\ell-1}, 1, i_{\ell+1}, \ldots, i_{k}\right]}{T\left[j_{1}, \ldots, j_{\ell-1}, 1, j_{\ell+1}, \ldots, j_{k}\right]}=\ldots=\frac{T\left[i_{1}, \ldots, i_{\ell-1}, m_{\ell}, i_{\ell+1}, \ldots, i_{k}\right]}{T\left[j_{1}, \ldots, j_{\ell-1}, m_{\ell}, j_{\ell+1}, \ldots, j_{k}\right]}
$$

It is not hard to see that this condition can equivalently be expressed as follows: for each $\ell \in[k]$ there are numbers $t_{1}^{\ell}, \ldots, t_{m_{k}}^{\ell}$ such that

$$
T\left[i_{1}, \ldots, i_{k}\right]=t_{i_{1}}^{1} \cdot \ldots \cdot t_{i_{k}}^{\ell}
$$

Now let $R$ be a relation pp-definable in a structure $\mathcal{H}$ with a Mal'tsev polymorphism, and let $\gamma_{1}, \ldots, \gamma_{k}$ be congruences on $R$ such that for each $i \in[k]$

$$
\begin{equation*}
\gamma_{i} \vee\left(\gamma_{1} \wedge \ldots \wedge \gamma_{i-1} \wedge \alpha_{i+1} \wedge \ldots \wedge \gamma_{k}\right)=\gamma_{1} \vee \ldots \vee \gamma_{k} \tag{1}
\end{equation*}
$$

Let also $C$ be a class of $\gamma=\gamma_{1} \vee \ldots \vee \gamma_{k}$, and let $A_{1}^{i}, \ldots, A_{m_{i}}^{i}$ be the classes of $\gamma_{i}$ from $C$. The condition (1) means that for any $i_{1}, \ldots, i_{k}$ the set $A_{i_{1}}^{1} \cap \ldots \cap A_{i_{k}}^{k}$ is a nonempty class of $\beta=\gamma_{1} \wedge \ldots \wedge \gamma_{k}$, and any two classes of this form are different. We consider a $k$-dimensional array $M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)$, where

$$
M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[i_{1}, \ldots, i_{k}\right]=\left|A_{i_{1}}^{1} \cap \ldots \cap A_{i_{k}}^{k}\right|
$$

Proposition 14 Let $\gamma_{1}, \ldots, \gamma_{k}$ be congruences of a structure $\mathcal{H}$ that has a Mal'tsev polymorphism, let them satisfy the condition (1), and let $C$ be a class of $\gamma_{1} \vee \ldots \vee \gamma_{k}$. Then, $\operatorname{rank}\left(M\left(C ; \alpha_{1}, \ldots, \alpha_{k}\right)=1\right.$ or $\# \operatorname{CSP}(\mathcal{H})$ is \#P-complete.

Proof: We consider the congruences $\gamma_{i}$ and $\beta_{i}=\gamma_{1} \wedge \ldots \wedge \gamma_{i-1} \wedge \gamma_{i+1} \wedge \ldots \wedge \gamma_{k}$. To simplify the notation we assume $i=k$. If $\# \operatorname{CSP}(\mathcal{H})$ is not $\# \mathrm{P}$-complete then $\operatorname{rank}\left(M\left(C ; \gamma_{k}, \beta_{k}\right)\right)=1$. Let $A_{1}^{i}, \ldots, A_{m_{i}}^{i}$ be the classes of $\gamma_{i}$ from $C$. The classes of $\beta_{k}$ have the form $A_{i_{1}}^{1} \cap \ldots \cap A_{i_{k-1}}^{k-1}$, the classes of $\gamma_{k} \wedge \beta_{k}$ are the classes of $\gamma_{1} \wedge \ldots \wedge \gamma_{k}$. Therefore every row of $M\left(C ; \gamma_{k}, \beta_{k}\right)$ is equal to

$$
\left(M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[i_{1}, \ldots, i_{k-1}, 1\right], \ldots, M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[i_{1}, \ldots, i_{k-1}, m_{k}\right]\right)
$$

for some $i_{1}, \ldots, i_{k-1}$. Since $\operatorname{rank}\left(M\left(C ; \gamma_{k}, \beta_{k}\right)\right)=1$, we get

$$
\frac{M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[i_{1}, \ldots, i_{k-1}, 1\right]}{M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[j_{1}, \ldots, j_{k-1}, 1\right]}=\ldots=\frac{M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[i_{1}, \ldots, i_{k-1}, m_{k}\right]}{M\left(C ; \gamma_{1}, \ldots, \gamma_{k}\right)\left[j_{1}, \ldots, j_{k-1}, m_{k}\right]}
$$

The corollary is proved.

An important example of a collection of congruences satisfying the condition (1) is the following. Let $\alpha \in M$, and let $I_{1}, \ldots, I_{k}$ be the classes of $\kappa_{\alpha}^{*}$. A congruence $\gamma_{j}$ is defined as follows: $\langle\mathbf{a}, \mathbf{b}\rangle \in \gamma_{j}$ if and only if $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \alpha^{-}$for $i \in I_{j}$ and $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \alpha^{+}$otherwise.

## 5 Algorithms: prerequisites

### 5.1 Decision CSPs over a Mal'tsev algebra.

If a relational structure $\mathcal{H}$ has a Mal'tsev polymorphism, then the decision CSP with the template $\mathcal{H}$ can be solved in polynomial time [7, 13]. Here we shall use the algorithm presented in [13]. This algorithm builts a sort of a succinct (polynomial size) representation for the set of all solutions.

Let $n$ be a positive integer, let $H$ be a finite set, let $\mathbf{a}$, $\mathbf{b}$ be $n$-ary tuples and let $(i, a, b)$ be any element in $[n] \times H^{2}$. We say that $(\mathbf{a}, \mathbf{b})$ witnesses $(i, a, b)$ if $\operatorname{pr}_{[i-1]} \mathbf{a}=\operatorname{pr}_{[i-1]} \mathbf{b}, \mathbf{a}[i]=a$, and $\mathbf{b}[i]=b$. We also say that $\mathbf{a}$ and $\mathbf{b}$ witness $(i, a, b)$ meaning that $(\mathbf{a}, \mathbf{b})$ witnesses $(i, a, b)$.

Let $R$ be any $n$-ary relation on $H$. The signature of $R$, $\operatorname{Sig}_{R} \subseteq[n] \times H^{2}$, is defined to be the set containing all those $(i, a, b) \in[n] \times H^{2}$ witnessed by tuples in $R$, that is

$$
\operatorname{Sig}_{R}=\left\{(i, a, b) \in[n] \times H^{2}: \exists \mathbf{a}, \mathbf{b} \in R \text { such that }(\mathbf{a}, \mathbf{b}) \text { witnesses }(i, a, b)\right\}
$$

Note that in our notation $(i, a, b) \in \operatorname{Sig}_{R}$ if and only if $\langle a, b\rangle$ belongs to the relation $\theta_{i}$ computed for the relation $\operatorname{pr}_{[i]} R$ (see Section 3.3.1). In particular, for any $(i, a, b) \in \operatorname{Sig}_{R}$ and any $\mathbf{a} \in \operatorname{pr}_{[i]} R$ with $\mathbf{a}[i]=a$ the tuple $\mathbf{b}$ such that $\operatorname{pr}_{[i-1]} \mathbf{b}=\operatorname{pr}_{[i-1]} \mathbf{a}$ and $\mathbf{b}[i]=1$ also belongs to $\operatorname{pr}_{[i]} R$.

A subset $R^{\prime}$ of $R$ is called a representation of $R$ if $\operatorname{Sig}_{R^{\prime}}=\operatorname{Sig}_{R}$. If furthermore, $\left|R^{\prime}\right| \leq 2\left|\operatorname{Sig}_{R}\right|$ then $R$ is called a compact representation of $R$. Observe that every relation $R$ has compact representations.

Let $\mathcal{H}$ be a relational structure and $R^{\prime} \subseteq H^{n}$ for some $n$. By $\left\langle R^{\prime}\right\rangle_{\mathcal{H}}$ we denote the relation generated by $R^{\prime}$, that is, the smallest relation $R$ definable in $\mathcal{H}$ and such that $R^{\prime} \subseteq R$. Since $\mathcal{H}$ is usually clear from the context we shall omit this subscript. The key lemma proved in [13] states that if $R$ is a relation definable in a relational structure with a Mal'tsev polymorphism, and $R^{\prime}$ is a representation of $R$, then $\left\langle R^{\prime}\right\rangle=R$. Given an instance $\mathcal{G}$ of the constraint satisfaction problem $\operatorname{CSP}(\mathcal{H}), m=|\mathcal{G}|$, the set of all solutions $\Phi(\mathcal{G}, \mathcal{H})$ to this problem can be thought of as an $m$-ary definable relation in $\mathcal{H}$. The algorithm presented in [13] finds a compact representation of this set.

We will need to know unary and binary projections of the relation $\Phi(\mathcal{G}, \mathcal{H})$, that is, sets of the form $\psi_{g}=\{\varphi(g) \mid \varphi \in \Phi(\mathcal{G}, \mathcal{H})\}$ for $g \in \mathcal{G}$ and $\psi_{g, h}=\{(\varphi(g), \varphi(h)) \mid \varphi \in \Phi(\mathcal{G}, \mathcal{H})\}$ for $g, h \in \mathcal{G}$. It is not hard to see (see also [13]) that if $R^{\prime}$ is a compact representation of $\Phi(\mathcal{G}, \mathcal{H})$, then $\psi_{g}, \psi_{g, h}$ are equal to $\left\langle\operatorname{pr}_{g} R^{\prime}\right\rangle$ and $\left\langle\operatorname{pr}_{g, h} R^{\prime}\right\rangle$. Therefore, we may assume that we have a precomputed table that for each subset of $\mathcal{H}$, and for each subset of $\mathcal{H} \times \mathcal{H}$ shows the unary or binary relation generated by this subset; and every time we need to find $\psi_{g}$ or $\psi_{g, h}$ using a compact representation $R^{\prime}$, we just find the corresponding projection of $R^{\prime}$ and look up the table.

If there is no complexity restriction imposed, as in the case of precomputation, the relation generated by some set $Q \subseteq \mathcal{H}^{n}$ can be computed by employing a standard method. Let $Q=\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\}$. First, find all $m$-ary polymorphisms of $\mathcal{H}$. This can be done using the indicator problem [42]. Next, include into $\langle Q\rangle$ all tuples that can be represented as $f\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right)$ for an $m$-ary polymorphism $f$.

### 5.2 Reduction to subdirect powers.

In general, for an instance $\mathcal{G}$ of $\# \operatorname{CSP}(\mathcal{H})$ the sets $\psi_{g}, g \in \mathcal{G}$, are subalgebras of $\mathcal{H}$ that are not necessarily equal to $\mathcal{H}$. For us, however, it is much more convenient to deal with the case when $\Phi(\mathcal{G}, \mathcal{H})$ is a subdirect power of $\mathcal{H}$, that is $\psi_{g}=\mathcal{H}$ for all $g \in \mathcal{G}$. We show how to transform the problem so that $\psi_{g}$ be $\mathcal{H}$ for all $g \in \mathcal{G}$. To do this we borrow some methods from the multi-sorted CSP, see, e.g. [10].

Let $D_{1}, \ldots, D_{n}$ be the subalgebras of $\mathcal{H}$ (including $H$ itself). We shall assume that along with every ( $n$-ary) relational symbol $R$ and any $D_{i_{1}}, \ldots, D_{i_{n}}$ the vocabulary of $\mathcal{H}$ contains a symbol $R^{\prime}$ such that $R^{\prime \mathcal{H}}=R \cap\left(D_{i_{1}} \times \ldots \times D_{i_{n}}\right)$. Then we define a relational structure $\chi(\mathcal{H})$ as follows. The universe of $\chi(\mathcal{H})$ is $D=D_{1} \times \ldots \times D_{n}$; the $i$ th component of an element $\bar{a} \in D$ is denoted by $\bar{a}[i]$. For any ( $n$-ary) relation $R$ pp-definable in $\mathcal{H}$ we set $\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right) \in \chi(R)$ if and only if $\left(\bar{a}_{1}\left[i_{1}\right], \ldots, \bar{a}_{n}\left[i_{n}\right]\right) \in R$, where $D_{i_{j}}=\operatorname{pr}_{j} R$. In particular, each unary relation of $\chi(\mathcal{H})$ contains all elements of $D$ and, therefore, can be thrown out. For any coordinate position $i$ of any non-unary relation $R$, the set $\operatorname{pr}_{i} \chi(R)$ equals $D$. Finally, to define $\chi(\mathcal{H})$ formally we for each relational symbol $R$ we interpret it as $R^{\chi(\mathcal{H})}=\chi(R)$.

For an instance $\mathcal{G}$ of $\# \operatorname{CSP}(\mathcal{H})$, the following algorithm constructs an instance $\mathcal{G}^{\prime}$ of $\# \operatorname{CSP}(\chi(\mathcal{H}))$.

## Algorithm Subdirect

InPUT: an instance $\mathcal{G}$ of $\# \operatorname{CSP}(\mathcal{H})$
OUTPUT: an instance $\mathcal{G}^{\prime}$ of $\# \operatorname{CSP}(\chi(\mathcal{H}))$ with the same universe as $\mathcal{G}$
Step 1 find a compact representation of $\Phi(\mathcal{G}, \mathcal{H})$
Step 2 for each $g \in \mathcal{G}$ find $\psi_{g}$
Step 3 for each ( $n$-ary) relational symbol $R$ do
Step 3.1 for each tuple $\left(g_{1}, \ldots, g_{n}\right) \in R^{\mathcal{G}}$ do
Step 3.1.1 let $R^{\prime}$ be the relational symbol such that

$$
R^{\prime \mathcal{H}}=R^{\mathcal{H}} \cap\left(\psi_{g_{1}} \times \ldots \times \psi_{g_{n}}\right)
$$

Step 3.1.2 include $\left(g_{1}, \ldots, g_{n}\right)$ into $R^{\prime \mathcal{G}^{\prime}}$
endfor
endfor
Step 4 output $\mathcal{G}^{\prime}$
The next easy lemma completes the reduction.
Lemma 5 Let $\mathcal{G}$ is an instance of $\# \operatorname{CSP}(\mathcal{H})$ and $\mathcal{G}^{\prime}$ an instance of $\# \operatorname{CSP}(\chi(\mathcal{H}))$ consructed by algorithm Subdirect. Let also $\psi_{g}=\operatorname{pr}_{g} \Phi(\mathcal{G}, \mathcal{H})$ for $g \in \mathcal{G}$. Then $\Phi\left(\mathcal{G}^{\prime}, \chi(\mathcal{H})\right)$ is a subdirect power of $\chi(\mathcal{H})$ and

$$
\left|\Phi\left(\mathcal{G}^{\prime}, \chi(\mathcal{H})\right)\right|=|\Phi(\mathcal{G}, \mathcal{H})| \cdot \prod_{g \in G} \frac{|D|}{\left|\psi_{g}\right|}
$$

Proof: Let $\varphi \in \Phi\left(\mathcal{G}^{\prime}, \chi(\mathcal{H})\right)$ be a homomorphism from $\mathcal{G}^{\prime}$ to $\chi(\mathcal{H})$. Let us define a mapping $\chi^{-1}(\varphi)$ from $\mathcal{G}$ to $\mathcal{H}$ as follows. (Note that $\mathcal{G}$ and $\mathcal{G}^{\prime}$ have a common universe.) For $g \in \mathcal{G}$ if $\varphi(g)=\bar{a}$ and $\psi_{g}=D_{i}$ then set $\chi^{-1}(\varphi)(g)=\bar{a}[i]$. By the construction of $\chi(\mathcal{H})$ and $\mathcal{G}^{\prime}$, if we change the value $\varphi(g)$ for some $g \in \mathcal{G}$ with $\psi_{g}=D_{i}$ to any $\bar{b}$ such that $\bar{b}[i]=\bar{a}[i]$, then the resulting mapping $\varphi^{\prime}$ is still a homomorphism from $\mathcal{G}^{\prime}$ to $\chi(\mathcal{H})$ and $\chi^{-1}\left(\varphi^{\prime}\right)=\chi^{-1}(\varphi)$. Conversely, for any homomorphism $\psi \in \Phi(\mathcal{G}, \mathcal{H})$, any mapping $\varphi: \mathcal{G}^{\prime} \rightarrow \chi(\mathcal{H})$ such that $\chi^{-1}(\varphi)=\psi$ is a homomorphism of $\mathcal{G}^{\prime}$ to $\chi(\mathcal{H})$. This straightforwardly implies the result.

### 5.3 Structure of Mal'tsev instances

Let $\mathcal{G}$ be a $\# \operatorname{CSP}(\mathcal{H})$ instance and $|\mathcal{G}|=m$. We shall asuume that the universe $G$ of $\mathcal{G}$ equals to $[m]$. Clearly, the set $\Phi(\mathcal{G}, \mathcal{H})$ can be thought of as an $m$-ary relation definable in $\mathcal{H}$, or as a subalgebra of the $m$ th direct power of $\mathbb{A}=\operatorname{Alg}(\mathcal{H})$. By the results of the previous subsection we may assume that $R=\Phi(\mathcal{G}, \mathcal{H})$ is a subdirect power of $\mathcal{H}$. Recall that for a congruence $\theta \in \operatorname{Con}(\mathcal{H})$ by $\theta^{m}$ we denote the congruence of $R$ such that $\langle\mathbf{a}, \mathbf{b}\rangle \in \theta^{m}$ if and only if $\langle\mathbf{a}[g], \mathbf{b}[g]\rangle \in \theta$ for all $g \in \mathcal{G}$. For congruences $\beta \leq \gamma \in \operatorname{Con}(\mathcal{H})$ and a mapping $\pi: \mathcal{G} \rightarrow \mathcal{H} / \beta$, by $\pi / \gamma$ we denote a mapping from $\mathcal{G}$ to $\mathcal{H} \gamma$ defined by $\pi /{ }_{\gamma}(g)=\pi(g) / \gamma$. If $\psi_{g, h}$ is a thick mapping of level $\beta$ then we treat $\psi_{g, h} / \beta^{2}$ as a mapping that maps classes of $\beta$ to classes of $\beta$. We need some structural properties of $R$.

Let $\alpha \in M$. Let also $A_{1}, \ldots, A_{k}$ be the $\kappa_{\alpha}^{*}$-classes and $g_{1}, \ldots, g_{k}$ representatives of these classes. Let $\pi$ be an element of $R /\left(\alpha^{+}\right)^{m}$; such an element can be thought of as a homomorphism from $\mathcal{G}$ to $\mathcal{H} / \alpha^{+}$, but not all such homomorphisms are elements of $R /\left(\alpha^{+}\right)^{m}$. By $C_{1}^{u}, \ldots, C_{s_{u}}^{u}$ we denote the $\kappa_{\alpha}$-classes from $\pi\left(g_{u}\right) / \lambda_{\alpha}$ for $u \in[\ell]$.

Lemma 6 Every prime quotient in the interval $\left[\kappa_{\alpha}^{m}, \lambda_{\alpha}^{m}\right]$ in the congruence lattice $\operatorname{Con}(R)$ has Boolean type, the interval $\left[\kappa_{\alpha}^{m}, \lambda_{\alpha}^{m}\right]$ is a distributive lattice isomorphic to the lattice $2^{[k]}$ of subsets of a $k$-element set, and every congruence in this interval can be represented as $\eta_{J}, J \subseteq[k]$, defined as follows: $\langle\mathbf{a}, \mathbf{b}\rangle \in \eta_{J}$ if and only if $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \kappa_{\alpha}$ whenever $i \notin J$ and $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \lambda_{\alpha}$ when $i \in J$.

Proof: We consider the chain of congruences $\kappa_{\alpha}^{m}<\eta_{1}<\eta_{\{1,2\}}<\ldots<\eta_{[k]}=\lambda_{\alpha}$. First, we show that this chain is maximal. Note that as the quotient $\eta_{\{1, \ldots, v\}}<\eta_{\{1, \ldots, v, v+1\}}$ is projective to $\kappa_{\alpha}<\eta_{v+1}$. Therefore it suffices to show that the quotients of the form $\kappa_{\alpha}^{m}<\eta_{v}$ are prime. To simplify the notation we assume $v=1$. By replacing $R$ with $R / \kappa_{\alpha}^{m}$ we also assume that $\kappa_{\alpha}=\Delta$.

Let $\kappa_{\alpha}^{m}<\theta \leq \eta_{1}$. Then, (a) for any $\langle\mathbf{a}, \mathbf{b}\rangle \in \theta, \mathbf{a}[g]=\mathbf{b}[g]$ for all $g \notin A_{1}$, and, (b) by Proposition 10 , $\mathbf{a}\left[g_{1}\right]=\mathbf{b}\left[g_{1}\right]$ if and only if $\mathbf{a}=\mathbf{b}$. Since $\kappa_{\alpha}^{m}<\theta \leq \eta_{1}$, there are $\langle\mathbf{a}, \mathbf{b}\rangle \in \theta$ such that $\mathbf{a} \neq \mathbf{b}$. This means that $\mathbf{a}\left[g_{1}\right] \neq \mathbf{b}\left[g_{1}\right]$. As $\kappa_{\alpha} \prec \lambda_{\alpha}$, for any $\langle a, b\rangle \in \lambda_{\alpha}$ there are $\left\langle\mathbf{a}^{\prime}, \mathbf{b}^{\prime}\right\rangle \in \theta$ with $\mathbf{a}^{\prime}\left[g_{1}\right]=a, \mathbf{b}^{\prime}\left[g_{1}\right]=b$. By (b) this implies $\theta=\eta_{1}$. It is also easy to check that $\theta$ does not centralize itself modulo $\kappa_{\alpha}^{m}$ that implies that the quotient $\kappa_{\alpha}^{m} \prec \eta_{1}$ has Boolean type.

We have proved that the chain $\kappa_{\alpha}^{m}<\eta_{1}<\eta_{\{1,2\}}<\ldots<\eta_{[k]}=\lambda_{\alpha}$ is maximal, and, by Lemma 2, each of its prime quotients has Boolean type. Now, in a modular lattice every prime quotient is perspective to one of quotients of any maximal chain. Thus we conclude that every prime quotient from the interval has Boolean type.

Finally, by Lemma 6.6 of [37], this implies that this interval is a distributive lattice. Since the congruences $\eta_{1}, \ldots, \eta_{\ell}$ are atoms of this lattice, and $\eta_{1} \vee \ldots \vee \eta_{\ell}=\lambda_{\alpha}^{m}$, every element $\theta$ of this interval can be represented in the form

$$
\theta=\bigvee_{u \in J} \eta_{u}=\eta_{J}
$$

for some $J \subseteq[k]$.

Lemma 7 For any choice of $i_{u} \in\left[s_{u}\right], u \in[k]$, there is an element $\varphi \in R / \kappa_{\alpha}^{m}$ such that for each $u \in[k]$, and each $g \in A_{u}$

$$
\varphi(g)=\psi_{g_{u}, g} / \kappa_{\alpha}^{2}\left(C_{i_{u}}^{u}\right)
$$

Proof: If we choose $B_{g}=\pi(g) / \lambda_{\alpha}$ then $\pi$ witnesses that $R \cap\left(B_{1} \times \ldots B_{m}\right) \neq \varnothing$. As the coherent sets of $R$ are equal to $A_{1}, \ldots, A_{k}$, by Proposition 10 , we have that

$$
R / \kappa_{\alpha}^{k} \cap\left(B_{1} / \kappa_{\alpha} \times \ldots \times B_{k} / \kappa_{\alpha}\right)=B_{A_{1}} / \kappa_{\alpha}^{\left|A_{1}\right| \times \ldots \times B_{A_{k}} / \kappa_{\alpha}^{\left|A_{k}\right|},}
$$

where $B_{A_{u}}=\operatorname{pr}_{A_{u}} R \cap \prod_{g \in A_{u}} B_{g}$, and for any $g, h \in A_{u}$ we have $\operatorname{pr}_{g, h} B_{A_{u}}=\psi_{g, h} \cap\left(B_{g} \times B_{h}\right)$. The result follows.

Lemma 8 There is $J \subseteq[k]$ such that for any $\pi$, an element from $R /\left(\alpha^{+}\right)^{m}$, there are $i_{u}, u \in[k]-J$, with $i_{u} \in\left[s_{u}\right]$ satisfying the following conditions. Every homomorphism $\varrho \in R /\left(\alpha^{-}\right)^{m}$ with $\varrho /\left(\alpha^{+}\right)^{m}=\pi$ can be represented as follows: there are $i_{u}$ for $u \in J$ with $i_{u} \in\left[s_{u}\right]$ such that $\varrho\left(g_{u}\right) \in C_{i_{u}}^{u}$ for $u \in[k]$ and, for any $g \in A_{u}, u \in[k]$, we have

$$
\varrho(g)=\pi(g) \cap \psi_{g_{u}, g} / \kappa_{\alpha}^{2}\left(C_{i_{u}}^{u}\right)
$$

Conversely, for any choice of $C_{i_{u}}^{1}, \ldots, C_{i_{k}}^{k}$ the mapping $\varrho$ defined in this way is an element of $R /\left(\alpha^{-}\right)^{m}$, and $\varrho / \alpha^{+}=\pi$.

Proof: Observe that in the congruence lattice $C o n(R)$ we have $\kappa_{a} l^{m} \wedge\left(\alpha^{+}\right)^{m}=\left(\alpha^{-}\right)^{m}$ and $\kappa_{a} l^{m} \leq$ $\kappa_{a} l^{m} \vee\left(\alpha^{+}\right)^{m} \leq \lambda_{\alpha}^{m}$. By Lemma 6, $\kappa_{a} l^{m} \vee\left(\alpha^{+}\right)^{m}=\eta_{J}$ for some $J \subseteq[k]$. This means that there are $i_{u}$, $u \in[k]-J$, with $i_{u} \in\left[s_{u}\right]$, such that for any $\varrho \in R /\left(\alpha^{-}\right)^{m}$, with $\varrho / \alpha^{+}=\pi$, we have $\varrho\left(g_{u}\right) \in C_{i_{u}}^{u}$ for $u \in[k]-J$.

Take $\varrho \in R /\left(\alpha^{-}\right)^{m}$ with $\varrho / \alpha^{+}=\pi$. Clearly, $\varrho / \kappa_{\alpha}$ belongs to $R / \kappa_{a} l^{m}$, and by what we showed above $\varrho\left(g_{u}\right) \in C_{i_{u}}^{u}$ for $u \in[k]-J$. Then the first part of the lemma follows from Lemma 7.

To prove the converse statement, let us denote the $\eta_{J}$-class containing $\pi$ by $D$. Since $\kappa_{\alpha}^{m}$ and $\left(\alpha^{+}\right)^{m}$ permute, for any $\kappa_{\alpha}^{m}$-class $C \subseteq D$ and any $\left(\alpha^{+}\right)^{m}$-class $C^{\prime}$, the intersection $C \cap C^{\prime}$ is nonempty. Therefore, for any $\varphi \in R / \kappa_{\alpha}^{m}$ such that $\varphi\left(g_{u}\right)=C_{i_{u}}^{u}$ for $u \in[k]-J$, there is $\varrho \in R /\left(\alpha^{-}\right)^{m}$ such that $\varrho / \kappa_{\alpha}=\varphi$ and $\varrho / \alpha^{+}=\pi$; that is $\varrho(g)=\varphi(g) \cap \pi(g)$. Together with Lemma 6 this implies the result.

Let $J \subseteq[k]$ be the set defined in Lemma 8 for $\alpha \in M$ and the $\kappa_{\alpha}^{*}$-classes $A_{1}, \ldots, A_{k}$. A congruence $\gamma_{u}, u \in J$ is defined as follows: $\langle\mathbf{a}, \mathbf{b}\rangle \in \gamma_{u}$ if and only if $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \alpha^{-}$for $i \in A_{u} \cup \bigcup_{v \in[k]-J} A_{v}$, and $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \alpha^{+}$otherwise.

Lemma 9 The congruences $\gamma_{u}, u \in J$, satisfy the condition (1).
Proof: Without loss of generality we assume $J=\{1, \ldots, q\}$. First, observe that $\gamma_{1} \wedge \ldots \wedge \gamma_{q}=\left(\alpha^{-}\right)^{m}$ and $\gamma_{1} \vee \ldots \vee \gamma_{q}=\left(\alpha^{+}\right)^{m}$. Since $\left(\alpha^{+}\right)^{m} \vee\left(\kappa_{\alpha}\right)^{m}=\eta_{J},\left(\alpha^{+}\right)^{m} \wedge\left(\kappa_{\alpha}\right)^{m}=\left(\alpha^{-}\right)^{m}$, and the lattice Con $(R)$ is modular, the intervals $\left[\left(\alpha^{-}\right)^{m},\left(\alpha^{+}\right)^{m}\right]$ and $\left[\left(\kappa_{\alpha}\right)^{m}, \eta_{J}\right]$ are isomorpic, where an isomorphism can be defined by $\varphi(x)=x \vee\left(\kappa_{\alpha}\right)^{m}$. Therefore we may consider $\beta_{1}, \ldots, \beta_{q}$ instead of $\gamma_{1}, \ldots, \gamma_{q}$, where $\beta_{u}=\gamma_{u} \vee\left(\kappa_{\alpha}\right)^{m}$ and $\langle\mathbf{a}, \mathbf{b}\rangle \in \beta_{u}$ if and only if $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \kappa_{\alpha}$ for $i \in A_{u} \cup \bigcup_{v \in[k]-J} A_{v}$ and $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \lambda_{\alpha}$ otherwise. We also may assume that $\kappa_{\alpha}=\Delta$. To simplify the notation we prove the condition (1) for $i=1$.

By Lemma 8, $\langle\mathbf{a}, \mathbf{b}\rangle \in$
beta 1 if and only if $\operatorname{pr}_{A_{1} \cup A_{q+1} \cup \ldots \cup A_{k}} \mathbf{a}=\operatorname{pr}_{A_{1} \cup A_{q+1} \cup \ldots \cup A_{k}} \mathbf{b}, \operatorname{pr}_{A_{2} \cup \ldots A_{q}} \mathbf{a}, \operatorname{pr}_{A_{2} \cup \ldots A_{q}} \mathbf{b} \in \operatorname{pr}_{A_{2} \cup \ldots A_{q}} \mathbb{D}$, and $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \lambda_{\alpha}$ for $i \in A_{2} \cup \ldots A_{q}$. Similarly, $\langle\mathbf{a}, \mathbf{b}\rangle \in \beta_{2} \wedge \ldots \wedge \beta_{q}$ if and only if $\operatorname{pr}_{A_{1}} \mathbf{a}, \operatorname{pr}_{A_{1}} \mathbf{b} \in \operatorname{pr}_{A_{1}} \mathbb{D}$, $\langle\mathbf{a}[i], \mathbf{b}[i]\rangle \in \lambda_{\alpha}$ for $i \in A_{1}$, and $\operatorname{pr}_{A_{2} \cup \ldots A_{k}} \mathbf{a}=\operatorname{pr}_{A_{2} \cup \ldots A_{k}} \mathbf{b} \in \operatorname{pr}_{A_{2} \cup \ldots A_{k}} \mathbb{D}$.

Take $\mathbf{a}, \mathbf{b} \in \mathbb{D}$ such that $\langle\mathbf{a}, \mathbf{b}\rangle \in \lambda_{\alpha}^{m}$ and $\mathbf{a}[i]=\mathbf{b}[i]$ for $i \in A_{q+1} \cup \ldots \cup A_{k}$, and define $\mathbf{c}$ to be the tuple with $\mathbf{c}[i]=\mathbf{a}[i]$ if $i \in A_{1}$ and $\mathbf{c}[i]=\mathbf{b}[i]$ if $i \in A_{2} \cup \ldots \cup A_{k}$. By Lemma $8, \mathbf{c} \in \mathbb{D}$ and $\langle\mathbf{a}, \mathbf{c}\rangle \in \beta_{1}$, $\langle\mathbf{c}, \mathbf{b}\rangle \in \beta_{2} \wedge \ldots \wedge \beta_{q}$. Thus $\langle\mathbf{c}, \mathbf{b}\rangle \in \gamma_{1} \vee\left(\beta_{2} \wedge \ldots \wedge \beta_{q}\right)$.

## 6 Algorithms: computing the number of solutions

### 6.1 The algorithm

Suppose that $\mathcal{H}$ is congruence singular. Let $\mathcal{G}$ be an instance of $\# \operatorname{CSP}(\mathcal{H})$. A mapping $\pi: \mathcal{G} \rightarrow \mathcal{H} /{ }_{\theta}$ for $\theta \in \operatorname{Con}(\mathcal{H})$ will be called a mapping of level $\theta$. For a mapping $\pi$ of level $\theta$, by $\Phi(\mathcal{G}, \mathcal{H}, \pi)$ we denote the set of all homomorphisms $\varrho \in \Phi(\mathcal{G}, \mathcal{H})$ with $\varrho / \theta=\pi$. We recursively compute numbers of the form $|\Phi(\mathcal{G}, \mathcal{H}, \pi)|$ for the instance $\mathcal{G}$ and mappings $\pi$ of level $\alpha^{+}, \alpha \in M$. We assume that the universe $G$ of $\mathcal{G}$ is $[m]$. If $\pi$ is a mapping of level $\ell$ then $|\Phi(\mathcal{G}, \mathcal{H}, \pi)|=|\Phi(\mathcal{G}, \mathcal{H})|$, and if $\pi$ is a mapping of level 0 then $|\Phi(\mathcal{G}, \mathcal{H}, \pi)|=1$. Let $\alpha \in M$ and let $\pi$ be a mapping from $\mathcal{G}$ to $\mathcal{H} / \alpha^{+}$. We show how to reduce computing the number $|\Phi(\mathcal{G}, \mathcal{H}, \pi)|$ to computing numbers $|\Phi(\mathcal{G}, \mathcal{H}, \varrho)|$ for certain $\varrho$, mappings from $\mathcal{G}$ to $\mathcal{H} /(\alpha-1)^{+}$.

Let $A_{1}, \ldots, A_{k}$ be the $\kappa_{\alpha}^{*}$-classes and $g_{1}, \ldots, g_{k}$ their representatives. Let $C_{u}^{1}, \ldots, C_{s_{u}}^{u}$ be the $\kappa_{\alpha}$-classes from $\pi\left(g_{u}\right) / \lambda_{\alpha}$, the $\lambda_{\alpha}$-class containing elements from $\pi\left(g_{u}\right)$, for $u \in[k]$. Let $J \subseteq[k]$ and $i_{u}, u \in[k]-J$, with $i_{u} \in\left[s_{u}\right]$ be the set corresponding to $\alpha^{+}$, and $\kappa_{\alpha}$-classes corresponding to $\pi$ as in Lemma 8 . Without loss of generality we assume $J=[q]$. The next statement follows straightforwardly from Lemma 8 .

Proposition 15 For any $q$-tuple $\mathbf{s}$ such that $\mathbf{s}[u] \in\left[m_{u}\right]$, the mapping $\varrho_{\mathbf{s}}: \mathcal{G} \rightarrow \mathcal{H} / \alpha^{-}$, where for each $g \in A_{u}, u \in[q]$

$$
\varrho_{\mathbf{s}}(g)= \begin{cases}\psi_{g_{u}, g}\left(B_{\mathbf{s}}^{u}\right) \cap \pi(g), & \text { if } u \leq q \\ \psi_{g_{u}, g}\left(B_{i_{u}}^{u}\right) \cap \pi(g), & \text { if } u>q .\end{cases}
$$

is a homomorphism from $\mathcal{G}$ to $\mathcal{H} / \alpha^{-}$.
It is not hard to see that sets $\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathbf{s}}\right)$ are the classes of the congruence $\left(\alpha^{-}\right)^{m}$ on the relation $\Phi(\mathcal{G}, \mathcal{H}, \pi)$. Clearly, $\left(\alpha^{-}\right)^{m}=\gamma_{1} \cap \ldots \cap \gamma_{q}$, where $\langle\mathbf{a}, \mathbf{b}\rangle \in \gamma_{u}$ if and only if $\langle\mathbf{a}[g], \mathbf{b}[g]\rangle \in \alpha^{-}$if $g \in A_{u}$ or $g \in A_{q+1} \cup \ldots \cup A_{k}$, and $\langle\mathbf{a}[g], \mathbf{b}[g]\rangle \in \alpha^{+}$otherwise. By Lemma 9 the congruences $\gamma_{1}, \ldots, \gamma_{q}$ satisfy condition (1).

Let $T(\pi)$ denote a $q$-dimensional $s_{1} \times \ldots \times s_{q}$ array such that its entry indexed by s is equal to $\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathbf{s}}\right)\right|$. By Proposition $14, T(\pi)$ has rank 1 , that is, there are numbers $t_{1}^{u}, \ldots, t_{s_{u}}^{u}$ such that

$$
\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathbf{s}}\right)\right|=t_{\mathbf{s}[1]}^{1} \cdot \ldots \cdot t_{\mathbf{s}[q]}^{q} .
$$

These numbers $t_{j}^{i}$ can be found as follows. Fix a tuple $\mathbf{s}$. By $\mathbf{s}_{v}^{i}$ we denote the tuple, all entries of which are equal to the corresponding entries of $\mathbf{s}$, except for the $i$ th entry that is equal to $v$. Then set

$$
t_{j}^{1}=\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathbf{s}_{j}^{1}}\right)\right| \quad \text { and } \quad t_{j}^{i}=\frac{\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathrm{s}_{j}^{i}}\right)\right|}{\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathrm{s}_{j}^{1}}\right)\right|} \quad \text { for } i \in\{2, \ldots, q\} .
$$

Now, as the numbers of the form $t_{j}^{i}$ are known, we have

$$
\begin{aligned}
& \Phi(\mathcal{G}, \mathcal{H}, \pi)=\sum_{\mathbf{s}} \Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{\mathbf{s}}\right)=\sum_{\mathbf{s}} t_{\mathbf{s}[1]}^{1} \cdot \ldots \cdot t_{\mathbf{s}[q]}^{q} \\
& \quad=t_{1}^{1}\left(\sum_{\mathbf{s}[2], \ldots, \mathbf{s}[q]} t_{\mathbf{s}[2]}^{2} \cdot \ldots \cdot t_{\mathbf{s}[q]}^{q}\right)+\ldots+t_{s_{1}}^{1}\left(\sum_{\mathbf{s}[2], \ldots, \mathbf{s}[q]} t_{\mathbf{s}[2]}^{2} \cdot \ldots \cdot t_{\mathbf{s}[q]}^{q}\right) \\
& \quad=\ldots=\prod_{j=1}^{q} \sum_{i=1}^{m_{j}} t_{i}^{j}
\end{aligned}
$$

that can be computed easily.
Finally, we make use of the following implication of Proposition 12.
Corollary 3 Let $\varrho \in \Phi(\mathcal{G}, \mathcal{H}, \pi) /\left(\alpha^{-}\right)^{m}$ and $\varrho_{1}, \varrho_{2} \in \Phi(\mathcal{G}, \mathcal{H}, \varrho)$. Then $\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{1}\right)\right|=\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho_{2}\right)\right|$.
Then for any mapping $\varrho \in \Phi(\mathcal{G}, \mathcal{H}, \pi) /\left(\alpha^{-}\right)^{m}$ and any mapping $\varrho^{\prime} \in \Phi(\mathcal{G}, \mathcal{H}, \varrho) /\left((\alpha-1)^{+}\right)^{m}$, we have $|\Phi(\mathcal{G}, \mathcal{H}, \varrho)|=\left|\Phi\left(\mathcal{G}, \mathcal{H}, \varrho^{\prime}\right)\right| \cdot \mid \Phi(\mathcal{G}, \mathcal{H}, \varrho) /\left((\alpha-1)^{+}\right)^{m \mid}$. The number $\left|\Phi(\mathcal{G}, \mathcal{H}, \varrho) /(\alpha-1)^{+}\right|$can be found using algorithm Uniform from the next subsection.

### 6.2 Uniform counting CSPs

Let $\alpha \in M, \pi$ be a mapping of level $\alpha^{-}$, and $\varrho$ be a mapping of level $(\alpha-1)^{+}$. We need a method to find the number

$$
\frac{|\Phi(\mathcal{G}, \mathcal{H}, \pi)|}{|\Phi(\mathcal{G}, \mathcal{H}, \varrho)|}
$$

We consider first the case when $(\alpha-1)^{+}$is the equality relation. In this case the required number can be found by algorithm Uniform using a compact representation $R^{\prime \prime}$ of $\Phi(\mathcal{G}, \mathcal{H}, \pi)$. Note also that such a representation can be found by the same algorithm from [13] applied to the instance $\mathcal{G}^{\prime}$ with the same universe as $\mathcal{G}$ and additional unary constraints $\pi(g)$ imposed on each $g \in \mathcal{G}$. We shall assume that for each ( $n$-ary) relational symbol $R$ from the vocabulary of $\mathcal{H}$, and any set $\left\{i_{1}, \ldots, i_{k}\right\} \in[n]$, the vocabulary of $\mathcal{H}$ also contains a $k$-ary relational symbol $\operatorname{pr}_{\left\{i_{1}, \ldots, i_{k}\right\}} R$ interpreted as $\operatorname{pr}_{\left\{i_{1}, \ldots, i_{k}\right\}} R^{\mathcal{H}}$. For an instance $\mathcal{G}$ of $\# \operatorname{CSP}(\mathcal{H})$ and $g \in \mathcal{G}$ we denote by $\mathcal{G}_{g}$ the relational structure with universe $G-\{g\}$ and such that $\left(g_{1}, \ldots, g_{n}\right) \in R^{\mathcal{G}}$ for some relational symbol $R$ and $g_{i_{1}}=\ldots=g_{i_{\ell}}=g$ and the rest of its entries are different from $g$ we exclude this tuple from $R^{\mathcal{G}_{g}}$, and include the tuple $\operatorname{pr}_{[n]-\left\{i_{1}, \ldots, i_{\ell}\right\}}\left(g_{1}, \ldots, g_{n}\right)$ into $\operatorname{pr}_{[n]-\left\{i_{1}, \ldots, i_{\ell}\right\}} R^{\mathcal{G}_{g}}$. Recall that we assume $G=[m]$.

## Algorithm Uniform

InPut: an compact representation $R^{\prime \prime}$ of $\Phi(\mathcal{G}, \mathcal{H}, \pi), \pi \in \Phi(\mathcal{G}, \mathcal{H}) / \beta^{m}, \beta \stackrel{s}{\sim} \Delta$
Output: the cardinality of $\Phi(\mathcal{G}, \mathcal{H}, \pi)$
Step 1 set $N:=1, S:=R^{\prime \prime}$, and $\overline{\mathcal{G}}:=\mathcal{G}$
Step 2 for $g=m$ to 1 do
Step 2.1 let $\theta$ be a congruence of $\mathcal{H}$ such that $\langle a, b\rangle \in \theta$ if and only if $(g, a, b) \in \operatorname{Sig}_{S} ;$ since $\Delta \leq \theta \leq \beta, \theta$ is uniform over $\Delta$; let $w$ be the size of its classes
Step 2.2 set $N:=N \cdot w$
Step 2.3 set $S:=\operatorname{pr}_{[g-1]} S$ and $\overline{\mathcal{G}}:=\overline{\mathcal{G}}_{g}$

## endfor

Step 3 output $N$

The correctness of algorithm Uniform follows from the rectangularity of $\langle S\rangle$, and the observation that the congruence $\theta$ constructed on Step 2.1 can be defined as follows: $\langle a, b\rangle \in \theta$ if and only if there is $\mathbf{a} \in \operatorname{pr}_{[g-1]}\langle S\rangle$ such that $(\mathbf{a}, a) \in\langle S\rangle$ and $(\mathbf{a}, b) \in\langle S\rangle$, that is $w$ is the number of possible extensions of a tuple from $\operatorname{pr}_{[g-1]}\langle S\rangle$.

Observe that if we know the signature of the relation $\Phi(\mathcal{G}, \mathcal{H}, \pi) / \alpha^{m}$ we still can use algorithm Uni form, for we can consider $\Phi(\mathcal{G}, \mathcal{H}, \pi) / \alpha^{m}$ as a relation on $\mathcal{H} / \alpha^{\text {. Therefore the problem we are facing now is to }}$ find the signature of this relation. Unfortunately, it is not clear at all how to obtain this signature using the signature or a compact representation of $\Phi(\mathcal{G}, \mathcal{H}, \pi)$, nor we can use the algorithm from [13] to compute the signature of $\Phi\left(\mathcal{G}, \mathcal{H} /{ }_{\alpha}, \pi\right)$, since in general $\Phi\left(\mathcal{G}, \mathcal{H} /{ }_{\alpha}, \pi\right) \neq \Phi(\mathcal{G}, \mathcal{H}, \pi) / \alpha^{m}$. Instead, to compute each member of the required signature we find a compact representation of a certain modified problem using the algorithm from [13].

More specifically, we first find the $\theta$-signature of the relation $\Phi(\mathcal{G}, \mathcal{H}, \pi)$. Let $n$ be a positive integer, let $H$ be a finite set, let $\theta$ be an equivalence relation on $H$, let $\mathbf{a}, \mathbf{b}$ be $n$-ary tuples and let $(i, a, b)$ be any element in $[n] \times H^{2}$. We say that ( $\left.\mathbf{a}, \mathbf{b}\right) \theta$-witnesses $(i, a, b)$ if $\langle\mathbf{a}[j], \mathbf{b}[j]\rangle \in \theta$ for each $j<i, \mathbf{a}[i]=a$, and $\mathbf{a}^{\prime}[i]=b$. Let $R$ be any $n$-ary relation on $H$. The $\theta$-signature of $R, \theta \operatorname{Sig}_{R} \subseteq[n] \times H^{2}$, is defined to be the set containing all those $(i, a, b) \in[n] \times H^{2} \theta$-witnessed by tuples in $R$, that is

$$
\theta \operatorname{Sig}_{R}=\left\{(i, a, b) \in[n] \times H^{2}: \exists \mathbf{a}, \mathbf{b} \in R \text { such that }(\mathbf{a}, \mathbf{b}) \theta \text {-witnesses }(i, a, b)\right\} .
$$

We shall assume that for each subalgebra $B$ of $\mathcal{H}$ the vocabulary of $\mathcal{H}$ contains a unary relational symbol $R_{B}$ such that $R_{B}^{\mathcal{H}}=B$. Let $\mathcal{G}$ be an instance of $\# \operatorname{CSP}(\mathcal{H})$, let $g_{1}, \ldots, g_{k} \in \mathcal{G}$, and let $B_{1}, \ldots, B_{k}$

```
Algorithm \(\theta\)-Signature
InPUT: an instance \(\mathcal{G}\) of \(\# \operatorname{CSP}(\mathcal{H})\), and a congruence
    \(\alpha \in \operatorname{Con}(\mathcal{H})\)
Output: the \(\theta\)-signature of \(\Phi(\mathcal{G}, \mathcal{H}, \pi)\)
Step 1 find a compact representation of \(\Phi(\mathcal{G}, \mathcal{H}, \pi)\)
Step 2 set \(S:=\varnothing(\) the \(\theta\)-signature of \(\Phi(\mathcal{G}, \mathcal{H}, \pi)\) )
Step 3 for each \((i, a, b) \in\{1, \ldots, m\} \times H^{2}\) do
Step \(3.1 \quad\) if there is \(\mathbf{a} \in R^{\prime}\) such that \(\mathbf{a}[i]=a\) then do
Step 3.1.1 find a compact representation \(R^{\prime \prime}\) of \(\Phi\left(\mathcal{G}^{\prime}, \mathcal{H}, \pi\right)\)
where
    \(\left.\mathcal{G}^{\prime}=\mathcal{G} \cup\left\{\left\langle g_{1},(\mathbf{a}[1]) / \theta\right\rangle, \ldots,\left\langle g_{i-1},(\mathbf{a}[i-1]) /{ }_{\theta}\right\rangle\right\}\right)\)
Step 3.1.2 if \(b \in\left\langle\operatorname{pr}_{i} R^{\prime \prime}\right\rangle\) then \(S:=S \cup\{(i, a, b)\}\)
    endif
    endfor
Step 5 return \(S\)
```

be subalgebras of $\mathcal{H}$. By $\mathcal{G} \cup\left\{\left\langle g_{1}, B_{1}\right\rangle, \ldots,\left\langle g_{k}, B_{k}\right\rangle\right\}$ we denote the relational structure with the same universe as $\mathcal{G}$, and such that the interpretation of every relational symbol $R \notin\left\{R_{B_{1}}, \ldots, R_{B_{k}}\right\}$ equals $R^{\mathcal{G}}$ while the interpretation of $R_{B_{j}}$ equals $R_{B_{j}}^{\mathcal{G}} \cup\left\{g_{j}\right\}$. Thus, the elements $g_{1}, \ldots, g_{k}$ are forced to be mapped to $B_{1}, \ldots, B_{k}$ respectively. It is easy to see that the algorithm $\theta$-Signature finds the $\theta$-signature of $\Phi(\mathcal{G}, \mathcal{H}, \pi)$. The signature of $\Phi(\mathcal{G}, \mathcal{H}, \pi) / \theta^{m}$ can then be found by replacing each $(i, a, b) \in S$ by $(i, a / \theta, b / \theta)$.

Complexity. Observe that the problem of finding the number $|\Phi(\mathcal{G}, \mathcal{H}, \pi)|$ reduces to finding $s_{1}+\ldots+s_{k}$ numbers of the form $|\Phi(\mathcal{G}, \mathcal{H}, \varrho)|$, where $\varrho: \mathcal{G} \rightarrow \mathcal{H} /(\alpha-1)^{+}$, and solving the same number of uniform problems. Clearly, $k \leq|\mathcal{G}|=m, s_{i} \leq|\mathcal{H}|=a$, and $|M| \leq a^{2}$. If the uniform problem can be solved in time $p(m)$ then the overall time complexity of the algorithm is $(a m p(m))^{a^{2}}$.

## 7 \# $H$-Coloring

Theorem 3 yields a complete classification of \#P-complete and polynomial time solvable \# $H$-Coloring problems. However, it is difficult to express the criterion stated in the theorem in terms of (di)graphs. By [27], an (undirected) graph $H$ gives rise to a polynomial time solvable $\# H$-Coloring problem if and only if every connected component of $H$ is either trivial, or a complete bipartite graph, or a complete graph with loops at all vertices. In [14], we observed that an undirected graph satisfies this condition if and only if it is invariant under a Mal'tsev operation.

In this section we compare the classification result from [28,29] for directed acyclic graphs (DAGs for short) with Theorem 3. We show that every congruence singular DAG satisfies the Lovász-goodness condition introduced in [28, 29]. The two conditions must be equivalent, however, the converse implication probably uses some nontrivial properties of DAGs and is more difficult to prove.

A DAG $H=(V, E)$ is called layered $V$ can be partitioned into subsets $V_{1}, \ldots, V_{\ell}$ such that for any $(v, w) \in E$ we have $v \in V_{i}, w \in V_{i+1}$ for a ceratin $i \leq \ell$. Let $v \in V_{i}, w \in V_{j}, i<j$. Then $H_{v *}$ denotes the subgraph of $H$ induced by the vertices $u$ such that there is a path from $v$ to $u$; similarly, $H_{* w}$
denotes the subgraph of $H$ induced by the vertices $u$ such that there is a path and from $u$ to $w$; and $H_{v w}=$ $H_{v *} \cap H_{* w}$. The vertex set of the graph $H_{x y} H_{x^{\prime} y^{\prime}}$, where $H_{x y}=(V, E)$ and $H_{x^{\prime} y^{\prime}}=\left(V^{\prime}, E^{\prime}\right)$, is the set $\left(\left(V \cap V_{i}\right) \times\left(V^{\prime} \cap V_{i}\right)\right) \cup \ldots \cup\left(\left(V \cap V_{j}\right) \times\left(V^{\prime} \cap V_{j}\right)\right)$, a pair $\left(\left(v, v^{\prime}\right),\left(w, w^{\prime}\right)\right)$ is an edge if and only if $(v, w) \in E$ and $\left(v^{\prime}, w^{\prime}\right) \in E^{\prime}$. It is proved in [28] that $H_{x y} H_{x^{\prime} y^{\prime}}$ has only one connected component that spans all layers from $i$ to $j$. If such main connected components of graphs $H_{x y} H_{x^{\prime} y^{\prime}}$ and $H_{z t} H_{z^{\prime} t^{\prime}}$ are isomorphic then we write $H_{x y} H_{x^{\prime} y^{\prime}} \equiv H_{z t} H_{z^{\prime} t^{\prime}}$. Finally a layered graph is said to be Lovász-good if for any $0 \leq i<j \leq \ell+1$ and any $x, x^{\prime} \in V_{i}, y, y^{\prime} \in V_{j}$ we have $H_{x y} H_{x^{\prime} y^{\prime}} \equiv H_{x y^{\prime}} H_{x^{\prime} y}$.

The key lemma for this result is a special case of the result by Lovász [48] that we cite in our notation.
Lemma 10 If $\left|\Phi\left(G, H_{1}\right)\right|=\left|\Phi\left(G, H_{2}\right)\right|$ for all graphs $G$ then graphs $H_{1}, H_{2}$ are isomorphic.
We show that if $H$ is congruence singular then $\left|\Phi\left(G, H_{x y} H_{x^{\prime} y^{\prime}}\right)\right|=\left|\Phi\left(G, H_{x y^{\prime}} H_{x^{\prime} y}\right)\right|$ for any $x, x^{\prime} \in$ $V_{i}, y, y^{\prime} \in V_{j}$, and any graph $G$. This implies that $H_{x y} H_{x^{\prime} y^{\prime}}$ and $H_{x y^{\prime}} H_{x^{\prime} y}$ are isomorphic, and so $H_{x y} H_{x^{\prime} y^{\prime}} \equiv H_{x y^{\prime}} H_{x^{\prime} y}$. We use an observation made in [28] that $\left|\Phi\left(G, H_{1} H_{2}\right)\right|=\left|\Phi\left(G, H_{1}\right)\right| \cdot\left|\Phi\left(G, H_{2}\right)\right|$. If $G=(W, F)$ is not layered then $\left|\Phi\left(G, H_{x y} H_{x^{\prime} y^{\prime}}\right)\right|=\left|\Phi\left(G, H_{x y^{\prime}} H_{x^{\prime} y}\right)\right|=0$. Let $W_{1}, W_{2}$ denote the set of vertices on the highest and on the lowest layers of $G$, respectively. As we know, $\Phi(G, H)$ is a relation ppdefinable in $H$. Now let $\eta_{1}, \eta_{2}$ be congruences of $\Phi(G, H)$ such that $\left\langle\varphi, \varphi^{\prime}\right\rangle \in \eta_{i}, i=1,2$, iff $\varphi(v)=\varphi^{\prime}(v)$ for all $v \in W_{i}$. It is not hard to see that sets of the form $H_{u *}$ are classes of $\eta_{1}$, sets of the form $H_{* w}$ are classes of $\eta_{2}$, and sets of the form $H_{u w}$ are classes of $\eta_{1} \wedge \eta_{2}$. Since $H$ is congruence singular, we have $\operatorname{rank}\left(M\left(\eta_{1}, \eta_{2}\right)\right)=k$ where $k$ is the number of classes in $\eta_{1} \vee \eta_{2}$. Hence

$$
\left|\begin{array}{cc}
\left|\Phi\left(G, H_{x y}\right)\right| & \left|\Phi\left(G, H_{x y^{\prime}}\right)\right| \\
\left|\Phi\left(G, H_{x^{\prime} y}\right)\right| & \left|\Phi\left(G, H_{x^{\prime} y^{\prime}}\right)\right|
\end{array}\right|=0,
$$

or $\Phi\left(G, H_{x y}\right), \Phi\left(G, H_{x^{\prime} y^{\prime}}\right)$ or $\Phi\left(G, H_{x y^{\prime}}\right), \Phi\left(G, H_{x^{\prime} y}\right)$ are in different classes of $\eta_{1} \vee \eta_{2}$. In the latter case either $\left|\Phi\left(G, H_{x^{\prime} y}\right)\right|=\left|\Phi\left(G, H_{x y^{\prime}}\right)\right|=0$ or $\left|\Phi\left(G, H_{x y}\right)\right|=\left|\Phi\left(G, H_{x^{\prime} y^{\prime}}\right)\right|=0$. The result follows.

Observe that in this argument congruence singularity is used in a very restricted way: Only projective congruences of only those subalgebras of direct powers of $H$ that are representable in the form $\Phi(G, H)$.

## 8 Concluding remarks

The result obtained in the paper is rather general. It includes as particular case the results of $[18,27,22$, 28, 29, 44]. However, those results are stated in terms of particular problems, and deriving them from Theorem 3 requires extra research. We also should note that in some cases, e.g., [27], the \#P-completeness results obtained for particular problems are stronger than those which follow from our result. For instance, \#P-complete \#H-Coloring problems in the case of undirected graphs remain \#P-complete even when restricted to inputs of bounded degree.

A major question left unanswered is how to check if a given relational structure is congruence singular. This problem may turn out to be even undecidable.
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[^0]:    ${ }^{1}$ In [12], we used the algebraic terminology: $R$ is a subdirect product of subdirectly irreducible Mal'tsev algebras.

