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Abstract

Recentry, Viola (CCC’08) showed that the sum of d small-biased distri-
butions fools degree-d polynomial tests; that is, every polynomial expres-
sion of degree at most d in the bits of the sum has distribution very close
to that induced by this expression evaluated on uniformly selected ran-
dom bits. We show that this is tight by showing an explicit construction
of a small-bias generator (with exponentially small bias), and an explicit
degree d+ 1 polynomial, that is distributed almost uniformly on random
input, but always takes the value zero when evaluated on the sum of d
independent copies of this generator.

1 Introduction

Small-biased distributions, as defined in [NN], are designed to fool all linear
tests in the sense that the outputs of all (nontrivial) linear functions of the
selected bits are distributed almost uniformly. A natural generalization refers
to distributions that fool higher degree polynomials. A result of [Vio], improving
over [BV] and [Lov], yields a methodology for obtaining such distributions, using
any small-biased distribution: to fool polynomials of degree at most d, take the
bitwise sum of d independent samples of any small-biased distribution.
This result has been shown in [BV] to be essentially tight with respect to the

number of copies needed: using a counting argument, they show that for fixed
bias, any generator with output length ` that fools all degree d+1 polynomials
must have seed length (d + 1) ∙ log ` − O(1). Thus, for every generator with
shorter seed, there exists a polynomial expression of degree at most d+ 1 that
distinguishes a random output of the generator from truly random bits. For
a suitable choice of ε = o(1), the length of d separate seeds for a standard
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construction of an ε-bias generator is still small enough, giving that in general
the sum of d small-bias generators does not necessarily fool polynomials of degree
d+ 1.
In this work we present an explicit polynomial expression of degree d + 1

in the output bits of the sum of d copies of a specific small-bias generator.
Furthermore, this generator can have even an exponentially small bias, whereas
the proof of [BV] requires ε ≥ 1/poly(`).

2 Preliminaries

2.1 Definitions

We begin with the definition of small bias, introduced by [NN]:

Definition 1 (Small-biased distribution). For ` ∈ N, ε > 0, a distribution D
over {0, 1}` is called ε-biased if for every nonzero α ∈ {0, 1}`:

∣
∣
∣
∣ Prx∼D

[〈α, x〉 = 0]−
1

2

∣
∣
∣
∣ ≤ ε,

where 〈α, x〉 denotes the inner product
∑
i αixi (over GF (2)).

The generalization to higher degree polynomials was initiated by [LVW] (in
fact, they considered the larger class of depth-2 boolean circuits), and further
studied in [Bog] (although there, only super-constant sized fields were consid-
ered):

Definition 2 (Fooling polynomials). For d, ` ∈ N, ε > 0, a distribution X over
{0, 1}` is said to ε-fool degree d polynomials if for every `-variate polynomial p
over {0, 1} of degree at most d,

∣
∣
∣ Pr
x∼X
[p(x) = 0]− Pr

x∼U
[p(x) = 0]

∣
∣
∣ ≤ ε,

where U denotes the uniform distribution over {0, 1}`.

We prefer to view distributions as the outputs of pseudorandom generators:

Definition 3 (Small-bias generator). For k, ` ∈ N, ε > 0, a mapping G :
{0, 1}k → {0, 1}` is called an ε-bias generator of stretch `(k), if the distribution
induced by G(s) for s selected uniformly in {0, 1}k is ε-biased.

Definition 4 (Pseudorandom generator for polynomials). For d, k, ` ∈ N, ε >
0, a mapping G : {0, 1}k → {0, 1}` is said to ε-fool degree d polynomials if the
distribution induced by G(s) for s selected uniformly in {0, 1}k, ε-fools degree d
polynomials. Again, we say that G has stretch `(k).
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Remark. When discussing pseudorandom generators, it is common to also
consider the complexity of the generator itself (as opposed to the complexity of
potential distinguishers). This is quite secondary to the current work.

Despite our final interest in distributions over bits, we will also use generators
over the larger field GF (2n) (see Subsections 2.2 and 3.3 for details). When
working with distributions over sets larger than {0, 1}, we first need:

Definition 5 (Statistical distance). For ε > 0, two distributions X,Y are said
to be ε-close (in statistical distance) if for every event E,

∣
∣
∣Pr
X
[E]− Pr

Y
[E]
∣
∣
∣ ≤ ε.

Conversely, if there exists an event such that |PrX [E]− PrY [E]| ≥ ε, then X
and Y are said to be ε-far (in statistical distance).

We can now define generators over GF (2n):

Definition 6 (GF (2n)-linear tests resilience). For k, ` ∈ N, ε > 0, a mapping
G : GF (2n)k → GF (2n)` is said to ε-fool GF (2n)-linear tests, if for every vector
α ∈ GF (2n)`, and for s chosen uniformly in GF (2n)k, the distribution of the
expression

∑`
i=1 αi ∙Gi(s), computed in the arithmetic of GF (2

n), is ε-close to
the uniform distribution over GF (2n).

Definition 7 (GF (2n)-polynomial tests resilience). For d, k, ` ∈ N, ε > 0, a
mapping G : GF (2n)k → GF (2n)` is said to ε-fool GF (2n)-polynomials of degree
d if for every polynomial p ∈ GF (2n)[x1, . . . , x`], the following two distributions
are ε-close (in statistical distance):

• p(G(s)) for s chosen uniformly from GF (2n)k.

• p(x) for x chosen uniformly from GF (2n)`.

2.2 Representation of GF (2n)

We identify n-bit vectors in {0, 1}n with elements of this field in a standard
representation scheme. We will explicitly specify, for each variable, whether it is
seen as an element of the field GF (2n) or of the vector-space {0, 1}n = GF (2)n.
We will use the linearity properties of this representation scheme:

Fact 8 (linearity of the standard representation). The following two properties
hold for the standard representation scheme of GF (2n) as vectors in {0, 1}n:

• Addition in the field GF (2n) corresponds to addition of the respective rep-
resentations in the vector space {0, 1}n;

• Multiplication of elements in the field GF (2n) corresponds to a bilinear
mapping of the respective representations in the vector space {0, 1}n. That
is, for two vectors x, y ∈ {0, 1}n, every bit of the vector representing the
multiplication of the two GF (2n)-elements represented by x and y can be
written as a GF (2)-bilinear form in x and y.
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Fact 8 follows from the representation of GF (2n) as the quotientGF (2)[x]/ 〈c(x)〉
for 〈c(x)〉 being the ideal (of the polynomials ring GF (2)[x]) generated by some
irreducible polynomial c(x) of degree n. For details, see any standard algebra
textbook (e.g. [BM]), or Lemma 15 in [Tzu].

3 The construction

We will give an explicit small-bias generator and show that the sum of d inde-
pendent copies of this generator does not fool an explicit polynomial of degree
d+ 1.
While we are interested in distributions and polynomial tests over bits, our

distribution and polynomial will be defined over GF (2n). Using the linearity
of the representation, we will then obtain a distribution and a polynomial over
bits (see Subsection 3.3).

3.1 The generator

We use the following generator, considered in [Tzu], which is related to a well
known construction from [AGHP]:

Construction 9 (The geometric generator). For n, ` ∈ N, define a mapping
F : GF (2n)×GF (2n)→ GF (2n)`+1 by letting the i-th output element for input
elements a, b be fi(a, b) = a ∙bi, for i = 0, ..., ` (using the arithmetic of GF (2n)).

The following is Proposition 7 in [Tzu]:1

Proposition 10. The geometric generator `
2n -fools GF (2

n)-linear tests.

For our purposes, any ` ≥ 2d+ 1 would suffice. To get a final bias of ε over
bits (see subsection 3.3), we choose n = log ` + log 1

ε
(and note that ε can be

2−Ω(`) for n = Ω(`)).

The element-wise sum of d instances of F gives the generatorG : GF (2n)2d →
GF (2n)`+1 defined as gi(a1, b1, . . . , ad, bd) =

∑d
j=1 ajbj

i, using the arithmetic
of GF (2n).

3.2 The distinguishing polynomial

We now present a polynomial D over GF (2n) of the first 2d+1 output elements
of G, denoted g0, ..., g2d, that has degree d+ 1, and show that while the output
of this polynomial is close to uniform on uniform input, it always takes the value
zero when applied to an output of G.

1For self containment, we give a quick outline of the proof: observe that every fixed GF (2n)-
linear combination ᾱ in the output of the geometric generator F (a, b) looks like a ∙ q(b) where
q is a polynomial (determined by ᾱ) of degree at most ` over GF (2n). If b is not one of the
(at most) ` roots of q, then a ∙q(b) is distributed uniformly when a is selected uniformly. Thus
the expression is distributed `

2n
-close to uniform over GF (2n).
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The polynomial D(g0, . . . , g2d) will be defined as the determinant of the
following (d+ 1)× (d+ 1) Hankel matrix:

A(d)g =








g0 g1 . . . gd
g1 g2 . . . gd+1
...

...
...

gd gd+1 . . . g2d








(that is, the (i, k)-th entry of A
(d)
g is gi+k).

Indeed, this is a polynomial over GF (2n) of degree d+1 in the output blocks
of G. We first claim that it is close to uniform when applied to uniform input:

Lemma 11. Let M be a random m×m Hankel matrix over a finite field F (i.e.,
the Hankel matrix defined by Mi,k = yi+k for y0, . . . , y2m−2 chosen uniformly at
random from F). Then, the distribution of the determinant of M is m−1|F| -close
to uniform (in statistical distance).

Proof. We proceed by induction on m. For m = 1, det(M) is exactly the
only element of M , chosen uniformly from F. Now fix m > 1, and let x be
the first (top-left) element of M , and ȳ = (y1, . . . , y2m−2) denote the rest of
the elements (on the top row and rightmost column). Denote the submatrix
resulting from removing the first row and column by M ′, and note that it only
contains the elements y2, . . . , y2m−2. We develop the determinant of M by the
first row, and write det(M) = x ∙ det(M ′) + f(ȳ), for some function f of ȳ.
By the induction hypothesis, det(M ′) is distributed m−2|F| -close to uniform, so

Pr[det(M ′) = 0] ≤ 1
|F|+

m−2
|F| =

m−1
|F| . For any fixed nonzero value of det(M

′) 6= 0
and for any fixed value of ȳ, the function det(M) is a (nonconstant) affine
function of the uniformly chosen x, implying that, conditioned on det(M ′) 6= 0,
the determinant of M is distributed uniformly in F.

Corollary 12. For g0, . . . , g2d chosen uniformly at random from GF (2
n), the

distribution of D(g0, . . . , g2d) is
d
2n -close to uniform (in statistical distance).

On the other hand, the polynomial D is identically zero on the output of G:

Proposition 13. For every seed s̄ = (a1, b1, . . . , ad, bd) ∈ GF (2n)2d, the ex-
pression D(G(s̄)) evaluates to zero.

Proof. We will show that the matrix A
(d)
g is singular for every seed, and thus

the polynomial D(g0, . . . , g2d) = det(A
(d)
g ), will always take the value zero when

evaluated on an output of G. To show that A
(d)
g is singular for any seed, we

show that its columns are always linearly dependent. More specifically, we
show that for any b1, . . . , bd ∈ GF (2n) there exist λ0, . . . , λd ∈ GF (2n), not
all zero, such that for all 0 ≤ k ≤ d, it holds that

∑d
i=0 λigi+k = 0. Letting

c̄i = (gi, . . . , gi+d)
T denote the i-th column of A

(d)
g , this means that

∑d
i=0 λic̄i

is the zero vector of GF (2n)d+1.
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Consider the polynomial Λ(x) =
∏d
j=1(x−bj), the degree d polynomial with

roots b1, . . . bd, and set each λi to be the coefficient of x
i in Λ(x). Note that

always λd = 1. Then, using the definition of G (i.e., gi =
∑
j ajbj

i), we get for
every 0 ≤ k ≤ `− d:

d∑

i=0

λigi+k =

d∑

i=0

λi

d∑

j=1

ajbj
i+k

=

d∑

j=1

ajbj
k ∙

d∑

i=0

λibj
i

=

d∑

j=1

ajbj
k ∙ Λ(bj),

which is 0 as the bj ’s are all roots of Λ(x).

We have thus obtained, using the event D = 0 in Definition 5:

Theorem 14 (D distinguishes G from random). For D the determinant of

A
(d)
g , the distributions D(U`+1) and D(G(U2d)) are (1− d+12n )-far (in statistical
distance), where Uk denotes the uniform distribution over GF (2

n)k.

3.3 A distribution over bits

Let F ′ : {0, 1}n × {0, 1}n → {0, 1}(`+1)∙n decode the 2n input bits to two
elements a, b ∈ GF (2n), and output the concatenation of the representations
of the elements f0(a, b) . . . f`(a, b), where fi(a, b) is the i-th output block of the
geometric generator of Construction 9.
The following is Corollary 8 in [Tzu] (and follows from our Proposition 10

by Corollary 6 in [Tzu]):

Claim 15. F ′ is an `
2n -bias generator.

Analogously, let G′ : {0, 1}2d∙n → {0, 1}(`+1)∙n decode its 2dn input bits as
2d elements a1, b1, . . . , ad, bd ∈ GF (2n), and output the concatenation of the bit
strings representing the output elements of G(a1, b1, . . . , ad, bd).
Viola’s result [Vio] implies that G′ fools polynomials of degree d; we will

show an explicit polynomial of degree d+1 that distinguishes a random output
of G′ from a random element of {0, 1}(`+1)∙n. Having shown that the polynomial
D, over GF (2n), acts significantly differently on an output of G than on random
input, we will derive the explicit polynomial in the output bits of G′.

Lemma 16. Fix an `-variate polynomial D : GF (2n)` → GF (2n) of degree d,
and define the mapping D′ : {0, 1}`∙n → {0, 1}n to treat its input as the repre-
sentation of ` elements x1, . . . , x` ∈ GF (2n), and output the vector representing
D(x1, . . . , x`). Then, each of the n output bits of D

′ is a polynomial of degree
at most d in the ` ∙ n input bits.
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Proof. We will show the claim for a polynomial consisting of a single monomial;
the general claim follows from the fact that addition in the field GF (2n) is
exactly bitwise addition in the vector space {0, 1}n (Fact 8). We proceed by
induction on the degree d. For d = 0 the claim is immediate since D is constant.
Now fix d > 0, and assume without loss of generality that D(x1, . . . , x`) =
x1 ∙. . .∙xd. By Fact 8, the representation of D(x1, . . . , x`) is a bilinear expression
in the bits of the two vectors x1 and y1, where y1 is the vector representing the
multiplication x2 ∙ . . . ∙ xd. By the induction hypothesis, every bit in y1 is a
polynomial of degree at most d − 1 in the bits of x2, . . . xd, so each bit of a
bilinear form in x1 and y1 is a polynomial of degree at most d in the bits of
x1, . . . , xd.

Finally, by combining Theorem 14 with Lemma 16, letting D′ be the binary
version of D (as in Lemma 16), and setting D′1 to the first bit (say) of D

′, we
obtain our main result:

Theorem 17 (D′1 distinguishesG
′ from random). The polynomial D′1 : {0, 1}

(`+1)∙n →
{0, 1} has degree at most d+ 1 and satisfies:

∣
∣
∣
∣ Pr
s∈{0,1}2d∙n

[D′1(G
′(s)) = 0]− Pr

x∈{0,1}(`+1)∙n
[D′1(x) = 0]

∣
∣
∣
∣ ≥
1

2
−
d

2n
.

Proof. By Lemma 16, D′1 indeed has degree at most d+ 1.
By Corollary 12, the distribution of D(x) is d2n -close to uniform over GF (2

n)
when x is chosen uniformly from GF (2n)`+1, and thus (by definition) the distri-
bution of D′(x) is d2n -close to uniform over {0, 1}

n, where x is chosen uniformly

from {0, 1}(`+1)∙n. Specifically, considering the event “first bit is zero” in Defi-
nition 5, we have

Pr
x∈{0,1}(`+1)∙n

[D′1(x) = 0] ≤
1

2
+
d

2n
.

On the other hand, by Proposition 13, D(G(s)) = 0 for every s ∈ GF (2n)2d,
giving that D′(G′(s)) = 0n for every s ∈ {0, 1}2d∙n, and specifically

Pr
s∈{0,1}2d∙n

[D′1(G
′(s)) = 0] = 1.

The theorem follows.

3.4 On using larger prime fields

All the above results (including the small-bias generator of Construction 9)
generalize naturally to larger prime fields, as does the result of [Vio]. The
analogue of Definition 1 will now be (see, e.g., [Eve] or [GW]):

Definition 18. For ` ∈ N, ε > 0 and a prime q, a distribution X over GF (q)`

is called ε-biased if for every nonzero α ∈ GF (q)`:
∣
∣
∣Ex∼X [e

〈x,α〉∙2πi/q]
∣
∣
∣ ≤ ε,
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where 〈α, x〉 denotes the inner product
∑
i αi ∙ xi over GF (q), and the multipli-

cation by 2πi/q is then done over the complex field C.

Standard arguments give that in this case,

∣
∣
∣
∣ Prx∼D

[〈x, α〉 = 0]−
1

q

∣
∣
∣
∣ ≤

√
q − 1 ∙ ε/2.

(see, e.g., Appendix B in [BV]).
Generalizing D′1 of Theorem 17 to D

′
1
(q), we obtain:

Theorem 19. For every prime q, the polynomial D′1
(q) : GF (q)(`+1)∙n → GF (q)

has degree at most d+ 1 and satisfies:

∣
∣
∣
∣ Pr
s∈GF (q)2d∙n

[
D′1
(q)(G′(q)(s)) = 0

]
− Pr
x∈GF (q)(`+1)∙n

[
D′1
(q)(x) = 0

]∣∣
∣
∣ ≥ 1−

1

q
−
d

qn
.
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