
On the Conditional Hardness of Coloring a
4-colorable Graph with Super-Constant Number of

Colors

Irit Dinur ∗ Igor Shinkar ∗

Abstract

For 3 ≤ q < Q we consider the ApproxColoring(q,Q) problem of deciding for
a given graph G whether χ(G) ≤ q or χ(G) ≥ Q. It was show in [DMR09] that the
problem ApproxColoring(q,Q) is NP-hard for q = 3, 4 and arbitrary large constant
Q under variants of the Unique Games Conjecture.

In this paper we give a tighter analysis of the reduction of [DMR09] from Unique
Games to the ApproxColoring problem. We find that (under appropriate conjecture)
a careful calculation of the parameters in [DMR09] implies hardness of coloring a 4-
colorable graph with logc(log(n)) colors for some constant c > 0. By improving the
analysis of the reduction we show hardness of coloring a 4-colorable graph with logc(n)
colors for some constant c > 0.

The main technical contribution of the paper is a variant of the Majority is Stablest
Theorem, which says that among all balanced functions in which every coordinate has
o(1) influence, the Majority function has the largest noise stability. We adapt the the-
orem for our applications to get a better dependency between the parameters required
for the reduction.
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1 Introduction

Graph Coloring is one of the most fundamental problems in combinatorics and computer
science. A graph G on n vertices is said to be q-colorable if there is an assignment of
labels {1, . . . , q} to the vertices of G, so that every two neighboring vertices receive different
colors. The chromatic number of G, denoted by χ(G), is the minimal number q such that
G is q-colorable. For q < Q we consider the problem ApproxColoring(q,Q): Given a
graph G, decide whether χ(G) ≤ q or χ(G) ≥ Q. It is well known that for any constant
q ≥ 3 the problem ApproxColoring(q, q + 1) is NP-hard [Kar72]. If we consider q to
be some small fixed number (e.g., 3 or 4), there is a huge gap between the values of Q
for which an efficient algorithm for the problem is known, and that for which hardness
results exist. For example, for q = 3 the best known polynomial time algorithm is due to
Kawarabayashi and Thorup [KT12] who solve the problem for Q = O(n0.2049) colors (see
also [KMS98, BK97, AC06, Chl07]). On the other hand, the strongest known hardness result
shows that the problem is NP-hard for Q = 5 (see [GK04], [KLS00]). That is, for q = 3 the
problem is open for all 5 < Q < O(n0.2072).

Many inapproximability results are shown by a reduction from the PCP theorem [AS98,
ALM+98], formulated in terms of the Label Cover problem. An instance Φ of the Label
Cover problem is a bipartite graph (V ∪W,E), label sets RV and RW , and a constraint set
Π = {πe ⊂ RV ×RW : e ∈ E}. The goal is to find a labeling that maximizes the fraction of
satisfied constraints, i.e., the fraction of constraints that are satisfied by the labels on the
relevant vertices. The value of instance Φ, denoted by val(Φ), is the fraction of satisfied
constraints under such assignment. A Label Cover instance has “d-to-1 property” if the
label sets are RV = {1, . . . , R}, RW = {1, . . . , dR} for some R ∈ N, and the constraints are
projections πe : RW → RV , such that for every a ∈ RV there are d values b ∈ RW that
satisfy (a, b) ∈ πe. Khot [Kho02] has made following conjecture.

Conjecture 1.1 (d-to-1 Conjecture [Kho02]) For any ε > 0 there is R = R(ε) such
that given a d-to-1 Label Cover instance Φ = (V ∪W,E,Π) with label sets RV = {1, . . . , R}
and RW = {1, . . . , dR}, it is NP-hard to distinguish between the case where val(Φ) = 1 and
the case where val(Φ) < ε.

1.1 Our Result

Assuming Khot’s 2-to-1 conjecture it is shown in [DMR09] that the problem of coloring a
4-colorable graph with any constant number of colors is NP-hard. We give a quantitative
version of this result. Specifically, we analyze the dependency between the inapproximability
factor of the 2-to-1 Label Cover problem and the number Q of colors with which it is still
hard to color a 4-colorable graph. Our main result is the following theorem:

Theorem 1.2 Suppose that given a 2-to-1 Label Cover instance Φ with n vertices and label
sets of size |RV |, |RW | = O(log(n)), there is no polynomial time algorithm that distinguishes
between the case where val(Φ) = 1 and the case where val(Φ) < 1

f(n) for some f(n). Then,
there exists no polynomial time algorithm that colors a 4-colorable graph on N vertices with
(f(N c))c colors for some constant c > 0.

For example, if f(n) = logδ(n), then there exists no poly-time algorithm that colors a
4-colorable graph on N -vertices with logδ

′
(N) colors for some δ′ > 0.

The theorem improves the dependency between the inapproximability factor of 2-to-1
Label Cover and the hardness of the graph coloring problem. For comparison, the (implicit)
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dependency in [DMR09] is logarithmic, i.e., the soundness of 1/f(n) in the Label Cover is
translated into hardness of coloring a 4-colorable graph with Ω(log(f(n))) colors.

The main technical contribution of the paper is the following theorem. It follows from
a variation of the Majority is Stablest Theorem, which has been developed in the paper of
Mossel et al. [MOO10].

Theorem 1.3 Let q be a fixed integer and let T be a symmetric Markov operator on [q] with
spectral radius ρ = ρ(T ) < 1. Then, for any ε > 0 there exist δ = εO(1) and k = O(log(1/ε)),
where the constants in the O() notation depend only on ρ and q, such that the following holds:
For any two functions f, g : [q]n → [0, 1] if

E[f ] > ε E[g] > ε and
〈
f, T⊗ng

〉
= 0,

then
∃i ∈ {1, . . . , n} such that Inf≤ki (f) ≥ δ and Inf≤ki (g) ≥ δ.

In the analogous theorem in [DMR09, Corollary 4.12], the (implicit) dependence between
δ and ε is exponential, that is, δ = exp(−1/ε). Our contribution is a new analysis that gives
a polynomial dependence between the parameters, which in turn allows us to improve the
inapproximability factor in Theorem 1.2 to be polynomial rather that logarithmic in the
assumed gap of the 2-to-1 Label Cover problem.

In Section 3 we prove a variant of the Majority is Stablest Theorem with adjustments
for our purposes, which allows us to conclude Theorem 1.3. For the sake of completeness,
in Section 4 we present the reduction of [DMR09] from 2-to-1 Label Cover problem to the
ApproxColoring problem, and work out the parameters required for Theorem 1.2.

2 Preliminaries

2.1 Functions on the q-ary hypercube

Let q be a fixed integer. Let [q] denote the set {0, . . . , q−1}. For an element x ∈ [q]n denote
by |x| the number of nonzero coordinates of x. Consider the space of real valued function
with domain [q], or, equivalently, a vector space Rq with inner product defined as

〈v, w〉 = E[vw] =
1

q

q∑
i=1

viwi

and norm of a vector defined as
‖v‖ =

√
〈v, v〉.

Let α0 = 1, α1, . . . , αq−1 be some orthonormal basis of Rq. It defines naturally an or-
thonormal basis of Rqn by applying the n-fold tensor product. It is easy to see that the set
{αx = αx1 ⊗αx2 ⊗· · ·⊗αxn ∈ Rqn : x ∈ [q]n} is indeed an orthonormal basis of Rqn . Equiv-
alently, we may think of αx as a function αx : [q]n → R defined by αx(y) =

∏n
i=1 αxi(yi).

Thus, any function f : [q]n → R can be written as

f =
∑
x∈[q]n

f̂(αx)αx. (1)

Next we define the notion of influence of a variable on a function, introduced to computer
science by Ben-Or and Linial in [BOL89].
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Definition 2.1 Let f : [q]n → R be a function on a q-ary hypercube. The influence of the
xi on f , is defined as

Infi(f) = Ex\i[Varxi [f(x)|x1, . . . , xi−1, xi+1, . . . , xn]],

where x1, . . . , xn are uniformly distributed in [q].

Some standard formulas are easily checkable using independence and orthonormality.

Proposition 2.2 Let f : [q]n → R be as in Eq. (1). Then

E[f ] = f̂(α0), E[f2] =
∑
x

f̂(αx)2,

Var[f ] =
∑
|x|>0

f̂(αx)2, Infi(f) =
∑
x:xi 6=0

f̂(αx)2.

Analogously, we can define "low-degree influence". This notion is useful in PCPs due to
the fact that a bounded function cannot have too many coordinates with non-negligible
low-degree influences.

Definition 2.3 Let f : [q]n → R be a function. Define the d-low-degree influence of f as

Inf≤di (f) =
∑

x:xi 6=0,|x|≤d

f̂(αx)2.

The remark above follows from the following easy proposition.

Proposition 2.4 Let f : [q]n → R be as in Eq. (1). Then∑
i

Inf≤di (f) ≤ d ·Var[f ].

In particular for f : [q]n → [−1, 1] it holds that∑
i

Inf≤di (f) ≤ d,

and thus there are at most d/ε variables xi with Inf≤di (f) ≥ ε.

Instead of picking x at random, changing one coordinate, and seeing how it changes the
value of f , we can change a constant fraction (in expectation) of the coordinates.

Definition 2.5 Let f : [q]n → R, and let ρ ∈ [0, 1]. Let x ∈ [q]n be chosen uniformly
at random, and choose each coordinate yi is independently to be xi with probability ρ and
uniformly random element of [q] otherwise. Define the noise stability of f to be

Sρ(f) = E[f(x)f(y)].

Analogously, we generalize the notion of stability with respect to two functions:

Sρ(f, g) = E[f(x)g(y)].

3



The notion above can be also considered as following: For any ρ ∈ [0, 1] define the
following Markov operator on [q] (called the Bonami-Beckner operator).

Tρ =


ρ+ 1−ρ

q
1−ρ
q . . . 1−ρ

q
...

. . .
...

. . .
1−ρ
q . . . 1−ρ

q ρ+ 1−ρ
q

 .

We note that Tρ1 = 1 and Tρv = ρ · v for any vector v ⊥ 1. In particular holds T1(f) = f
and T0(f) = E[f ]. The following formulas are standard and easily checkable.

Proposition 2.6 Let f, g : [q]n → R be as in Eq. (1) with respect to some orthonormal
basis {αi}. Then

T⊗nρ (f) =
∑
x

ρ|x|f̂(αx)αx,

and by orthonormality

Sρ(f, g) =
〈
f, T⊗nρ g

〉
=
∑
x

ρ|x|f̂(αx)ĝ(αx).

By applying Tρ on a function f : [q]n → [0, 1], the weight of f on higher levels reduces
exponentially. More precisely if g = Tρf , then

∑
x:|x|≥k ĝ(αx)2 ≤ ρ2k

∑
x f̂(αx)2 ≤ ρ2k. We

think of Tρ as a smoothing operator.

Definition 2.7 Let g : [q]n → R, and let η ∈ (0, 1). We say that g is η-smooth if∑
x:|x|≥k ĝ(αx)2 ≤ ηk for all k ≥ 0.

2.2 Functions in Gaussian space

Before we continue, we need to define some basic notions in L2(Rn, γ), the space of real valued
functions with domain Rn equipped with the standard Gaussian measure. The density
function of the standard normal distribution is γ(x) = 1

(2π)n/2
exp(−‖x‖

2

2 ), and the inner
product is defined as

〈f, g〉 = Eγ [fg] =

∫
Rn
f(x)g(x)γ(x)dx.

For ρ ∈ [−1, 1] denote by Uρ the Ornstein-Uhlenbeck operator

(Uρf)(x) = Ey∼γ [f(ρx+
√

1− ρ2y)].

For µ ∈ (0, 1) define an indicator of half space function L2(R, γ) as

Fµ(x) = 1x<Φ−1(µ)(x),

where Φ(t) =
∫ t
−∞ γ(x)dx is the cumulative distribution function.

A useful quantity that will appear later is 〈Fε, Uρ(1− F1−ε)〉, where ρ ∈ (0, 1). Observe
that 〈Fε, Uρ(1− F1−ε)〉 = 〈Fε, U−ρFε〉 = Pr[X < Φ−1(ε), Y < Φ−1(ε)], where X and Y are
(−ρ)-correlated normal random variables with mean 0 and variance 1. That is, we have
X ∼ N(0, 1), and for independent random variable Z ∼ N(0, 1) the random variable Y is
defined to be −ρX +

√
1− ρ2Z.
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It can be found in the literature (see, e.g., in [RR01], [KPW04]) that as ε→ 0 we have

〈Fε, U−ρFε〉 ∼ ε2/(1−ρ)(4π ln(1/ε))ρ/(1−ρ) (1− ρ)3/2

(1 + ρ)1/2
.

In particular if ρ is some constant bounded below 1, then

〈Fε, Uρ(1− F1−ε)〉 = poly(ε). (2)

2.3 The Majority is Stablest Theorem

The Majority is Stablest Theorem [MOO10] roughly says that for all functions f : [q]n →
[0, 1] in which every coordinate has o(1) influence, the noise stability of f is bounded by
some function of E[f ]. More specifically we have the following theorem.

Theorem 2.8 ([MOO10, Theorem 4.4]) Fix q ≥ 2 and ρ ∈ [0, 1]. Then, for any ε > 0
there is a small enough δ = δ(ε, ρ, q) such that for any function f : [q]n → [0, 1] that satisfies

Infi(f) ≤ δ ∀i ∈ {1, . . . , n}

it holds that
Sρ(f) ≤

〈
FE[f ], UρFE[f ]

〉
+ ε.

In particular case of q = 2 and balanced functions f : {0, 1} → {0, 1} the theorem states
that if

Sρ(f) >
〈
FE[f ], UρFE[f ]

〉
+ ε =

1

4
+

1

2π
arcsin ρ+ ε = Sρ(Maj) + ε

then f has some coordinate with non-negligible influence. That is among all balanced
boolean functions in which every coordinate has o(1) influence, the Majority function has
the largest noise stability.

This theorem is generalized in [DMR09] in two directions: the stability is defined with
respect to two functions, and for any Markov operator T on [q] (not only for Tρ). The idea
is that given a symmetric Markov operator T with eigenvalues 1 = λ0 > λ1 ≥ · · · ≥ λq−1,
it is enough to bound its spectral radius ρ = ρ(T ) = max {|λ1|, |λq−1|} below 1. Suppose
we are given a symmetric Markov operator T on [q] with spectral radius ρ < 1, and two
functions f, g : [q]n → [0, 1] that satisfy the inequality〈

f, T⊗ng
〉
>
〈
FE[f ], UρFE[g]

〉
+ ε.

The main technical result in [DMR09, Theorem 3.1] says that in such case f and g have
a common coordinate with non-negligible influence. In our setup, however, we consider
functions f and g with small expectation and ρ some fixed constant. This allows us to
assume 〈f, T⊗ng〉 >

〈
FE[f ], Uρ′FE[g]

〉
+ ε for some ρ′ > ρ, and conclude that f and g have a

common coordinate with relatively large influence on both functions. The exact formulation
and the proof appear in the next section.

3 A Variant of the Majority is Stablest Theorem

In this section we prove our main technical result stated in Theorem 3.1, which is used in
order to prove Theorem 1.3. This is a variant of [DMR09, Theorem 3.1] that we adjust for
our purposes.
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Let q be a fixed integer, and let T be a symmetric Markov operator on [q] with eigenvalues
1 = λ0 > λ1 ≥ · · · ≥ λq−1 > −1, and let α0 = 1, α1, . . . , αq−1 be the corresponding
eigenvectors. Denote the spectral radius of T by ρ = ρ(T ) = max {|λ1|, |λq−1|} < 1.

Now suppose we are given two functions f, g : [q]n → [0, 1] that do not have a common
influential coordinate. We show that it implies bounds on the quantity 〈f, T⊗ng〉.

Theorem 3.1 Let q be a fixed integer, and let T be a symmetric Markov operator on [q]
such that ρ = ρ(T ) < 1 and let ρ′ ∈ (ρ, 1). Then, for any ε > 0 there are δ = εO(1) and
k = O(log(1/ε)), where the constants in the O() notation depend only on ρ

ρ′ and q, such
that the following holds: If f, g : [q]n → [0, 1] are two functions with µ = E[f ] and ν = E[g]
satisfying

∀i min
(
Inf≤ki (f), Inf≤ki (g)

)
< δ,

then 〈
f, T⊗ng

〉
≥
〈
Fµ, Uρ′(1− F1−ν)

〉
γ
− ε, (3)

and 〈
f, T⊗ng

〉
≤
〈
Fµ, Uρ′Fν

〉
γ

+ ε. (4)

Observe that compared to the analogous theorem of [DMR09, Theorem 3.1], we gain a
better tradeoff between ε and δ. Specifically, we allow δ to be poly(ε), i.e., not too small,
(instead of δ = exp(−1/ε) implicitly appearing in [DMR09]). On the other hand, we get a
bound on 〈f, T⊗ng〉 as a function of ρ′ ∈ (ρ, 1) rather than ρ.

For our application of the theorem, we think of ρ and ρ′ as constants smaller than 1,
and of µ and ν as small quantities compared to ε. In this setup, the polynomial dependency
between ε and δ improves the dependency of [MOO10] and [DMR09]. The following corollary
proves Theorem 1.3.

Corollary 3.2 Let q be a fixed integer and T be a symmetric Markov operator on [q] with
spectral radius ρ = ρ(T ) < 1. Then, for any ε > 0 there exist δ = εO(1) and k = O(log(1/ε)),
where the constants in the O() notation depend only on ρ and q, such that the following holds:
For any two functions f, g : [q]n → [0, 1] if

E[f ] > ε E[g] > ε and
〈
f, T⊗ng

〉
= 0,

then
∃i ∈ {1, . . . , n} such that Inf≤ki (f) ≥ δ and Inf≤ki (g) ≥ δ.

Proof Let ρ′ = √ρ (note that ρ < ρ′ < 1), and let ε0 =
〈
Fε, Uρ′(1− F1−ε)

〉
γ
. Then〈

f, T⊗ng
〉

= 0 <
〈
FE[f ], Uρ′(1− F1−E[g])

〉
γ
− ε0.

By applying the contrapositive of Theorem 3.1 we get δ = poly(ε0), k = O(log(1/ε0)), and
some i ∈ {1, . . . , n} such that Inf≤ki (f) > δ and Inf≤ki (g) > δ. Using Eq. (2) we have
ε0 =

〈
Fε, Uρ′(1− F1−ε)

〉
γ

= poly(ε), where the degree of the polynomial depends only on
ρ′. Therefore, we have δ = poly(ε), k = O(log(1/ε)), as required.
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3.1 Proof of Theorem 3.1

Note that Eq. (3) follows from Eq. (4). Indeed, apply Eq. (4) to 1− g to obtain〈
f, T⊗n(1− g)

〉
≤
〈
Fµ, Uρ′F1−ν

〉
γ

+ ε,

and then use the equalities〈
f, T⊗n(1− g)

〉
= 〈f, 1〉 −

〈
f, T⊗ng

〉
= µ−

〈
f, T⊗ng

〉
=
〈
Fµ, Uρ′1

〉
−
〈
f, T⊗ng

〉
.

So our goal in this section is to prove Eq. (4).
The following lemma is the first step in the proof of Theorem 3.1. It is proven in

Lemma 3.9 in [DMR09], and essentially follows from the one function analogue proven in
Theorem 4.4 in [MOO10].

Lemma 3.3 ([DMR09, Lemma 3.9]) Let T be a symmetric Markov operator on [q]. De-
note its eigenvalues by 1 = λ0 > λ1 ≥ · · · ≥ λq−1 > −1, and let α0 = 1, α1, . . . , αq−1 be the
corresponding orthonormal eigenbasis. Suppose that the spectral radius of T is ρ = ρ(T ) < 1.

Then, for any η < 1, ε > 0 there is δ = ε
O(

log(q)
1−η ) such that the following holds: Let

f, g : [q]n → [0, 1] be two functions with E[f ] = µ, E[g] = ν with decompositions as in (1).
If both functions are η-smooth, i.e.,

∀k
∑

x:|x|≥k

f̂(αx)2 ≤ ηk and ∀k
∑

x:|x|≥k

ĝ(αx)2 ≤ ηk,

and all influences in both of them are upper bounded by δ, that is,

∀i Infi(f) < δ and ∀i Infi(g) < δ,

then 〈
f, T⊗ng

〉
≤ 〈Fµ, UρFν〉+ ε.

We next prove Theorem 3.1 by showing that the hypothesis of the theorem implies
Eq. (4). In order to prove Theorem 3.1 let f and g be two functions as in the hypothesis
of the theorem. Note that we cannot apply Lemma 3.3 directly, as we don’t know that all
variables of both f and g have small influence and both functions are smooth. We modify
the functions so that they satisfy the conditions of Lemma 3.3, while making sure that the
quantity 〈f, T⊗ng〉 does not change too much.

In order to satisfy the condition on influences we observe that coordinates that have
large influence either on f or on g, make small contribution to 〈f, T⊗ng〉. This has been
done in [DMR09].

One possible approach to satisfy the smoothness condition is to smooth f and g a little,
that is to define f1 = T1−ε(f) and g1 = T1−ε(g) and show that |〈f, T⊗ng〉−〈f1, T

⊗ng1〉| < ε.
But then f1 and g1 are only (1 − ε)-smooth, and δ that we get from Lemma 3.3 will be
exponential in ε.1

A different approach is to use the fact that ρ is some constant smaller than 1 and to
define f1 = Tη(f) and g1 = Tη(g) for some constant η ∈ (ρ, 1) . Then f1 and g1 are η-smooth

1Recall that for any γ > 0 the linear operator Tγ on Rq is defined by: Tγ1 = 1 and Tγv = γv for v ⊥ 1. It
is easy to see that the operator S = TTγ has the same eigenvectors as T and the corresponding eigenvalues
are 1 = λ0 > λ1γ ≥ · · · ≥ λq−1γ > −1 (as long as γ < 1/ρ).
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functions and 〈f, T⊗ng〉 = 〈f1, S
⊗ng1〉 for some operator S whose spectral radius is larger

than ρ(T ), but still constant smaller than 1. By applying Lemma 3.3 on f1 and g1 with the
operator S we will get δ = poly(ε). We now turn to the actual proof of Theorem 3.1.

Proof Set η = ρ
ρ′ < 1 and denote S = TT 1

η
. Then S has the same eigenvectors as T ,

largest eigenvalue 1 and r(S) = ρ
η = ρ′ < 1. Denote

f1 = T√ηf =
∑

f̂(αx)η
|x|
2 αx and g1 = T√ηg =

∑
ĝ(αx)η

|x|
2 αx.

Using this notation it is easy to see that we can express 〈f, T⊗ng〉 as〈
f, T⊗ng

〉
=
∑
x

f̂(αx)λxĝ(αx) =
〈
f1, S

⊗ng1

〉
. (5)

By applying Lemma 3.3 with operator S and parameters η and ε/2, we obtain δ′ =

δ3.3(S, η, ε2)/2 = ε
O
(

1
1−η

)
= poly(ε), where the degree of the polynomial depends only on η

and q. Let k = O(log(1/ε)) be such that ηk < min(δ′, ε/4), and let δ = ( εδ
′

8k )2 = poly(ε). We
show that these δ and k satisfy the requirements of Theorem 3.1.

Take two functions f, g : [q]n → [0, 1] such that ∀imin
(
Inf≤ki (f), Inf≤ki (g)

)
< δ. Then f1

and g1 are η-smooth and satisfy the same assumption. However, we cannot apply Lemma 3.3
on them with the operator S, as the requirement is that influences of all variables in both
functions are small. In order overcome this obstacle we define two functions f2 and g2 with
small influences such that the quantities 〈f1, S

⊗ng1〉 and 〈f2, S
⊗ng2〉 are close to each other.

Specifically, let

Bf = {i : Inf≤ki (f) ≥ δ′} Bg = {i : Inf≤ki (g) ≥ δ′}.

Note that by Proposition 2.4 we have |Bf |, |Bg| ≤ k/δ′. Moreover, Bf ∩ Bg = ∅ since
by the hypothesis holds ∀i min(Inf≤ki (f), Inf≤ki (g)) < δ < δ′. We define the functions
f2, g2 : [q]n → [0, 1] to be the average over the coordinates in Bf and Bg respectively,
namely

f2(y) = E
yi:i∈Bf

[f1(y)] =
∑

x:xBf=0

f̂(αx)η
|x|
2 αx(y),

and
g2(y) = E

yi:i∈Bg
[g1(y)] =

∑
x:xBg=0

ĝ(αx)η
|x|
2 αx(y).

Clearly E[f2] = E[f ] = µ, E[g2] = E[g] = ν. We have Infi(f2) = 0 for i ∈ Bf and
Infi(f2) ≤ Infi(f1) ≤ Inf≤ki (f) + ηk < 2δ′ for i /∈ Bf . Same holds for g2. Their smoothness
follows from smoothness of f1, g1, and we can apply Lemma 3.3 with the operator S to get

〈f2, S
⊗ng2〉 ≤ 〈Fµ, Uρ′Fν〉+ ε/2. (6)

In order to complete the proof it is left to show that

|
〈
f1, S

⊗ng1

〉
−
〈
f2, S

⊗ng2

〉
| ≤ ε/2. (7)
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Here we use the assumption that no coordinate has significant influence on both functions.

|
〈
f1, S

⊗ng1

〉
−
〈
f2, S

⊗ng2

〉
| =

∣∣∣∣∣∣
∑

x:xBf∪Bg 6=0

f̂(αx)ĝ(αx)

 ∏
i:xi 6=0

λxi

∣∣∣∣∣∣
≤

∑
x:|x|≤k

x:xBf∪Bg 6=0

|f̂(αx)ĝ(αx)|+
∑

x:|x|>k

∣∣∣ρ|x|f̂(αx)ĝ(αx)
∣∣∣

[ρ < η] ≤
∑

i∈Bf∪Bg

∑
x:|x|≤k
xi 6=0

|f̂(αx)ĝ(αx)|+ ηk

[Cauchy Schwartz] ≤
∑

i∈Bf∪Bg

√
Inf≤ki (f)

√
Inf≤ki (g) + ηk

[i ∈ Bf ⇒ Infi(g) < δ] ≤ (|Bf |+ |Bg|)
√
δ + ηk[

|Bf |, |Bg| ≤ k/δ′, ηk ≤ ε/4
]
≤ 2k

δ′
εδ′

8k
+ ε/4

= ε/2.

Combining Eq. (5), Eq. (6) and Eq. (7) we get the required result 〈f, T⊗ng〉 ≤ 〈Fµ, Uρ′Fν〉+ε.
This completes the proof of Theorem 3.1.

4 Proof of Theorem 1.2

The proof of Theorem 1.2 follows by applying the reduction of [DMR09], and using Theo-
rem 1.3 in order to calculate the exact parameters of the reduction. Specifically we prove
the following dependence in the parameters.

Theorem 4.1 There is a reduction from 2-to-1 Label Cover problem to ApproxColoring
problem with the following properties: Given an instance of 2-to-1 Label Cover Φ = (V ∪
W,E,Π) with label sets of size R and 2R, it produces a graph G′ on |W | · 42R vertices.

• If val(Φ) = 1, then G′ is 4-colorable.

• If G′ contains an independent set of size ε, then val(Φ) ≥ Ω
(
εδ2

k2

)
= poly(ε), where

δ = εO(1) and k = O(log(1/ε)) as in Theorem 1.3. In other words, if val(Φ) ≤ 1
f(n) ,

then χ(G) ≥ f c(n) for some constant c > 0.

The running time of the reduction is linear in the size of the output.

Proof The reduction will use the following Markov operator T with domain {0, 1, 2, 3}2.

Definition 4.2 We define a symmetric Markov operator T with domain {0, 1, 2, 3}2 such
that T ((x1, x2)↔ (y1, y2)) > 0 if and only if {x1, x2} ∩ {y1, y2} = ∅.

The operator has three types of transitions, with transitions probabilities β1, β2, and β3.

• With probability β1 we have (x, x)↔ (y, y) where x 6= y.

• With probability β2 we have (x, x)↔ (y, z) where x, y, z are all different.
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• With probability β3 we have (x, y)↔ (z, w) where x, y, z, w are all different.

For T to be a symmetric Markov operator, we need that β1, β2 and β3 are non-negative and

3β1 + 6β2 = 1, 2β2 + 2β3 = 1.

For example for β1 = 1
12 , β2 = 1

8 , and β3 = 3
8 we have ρ = ρ(T ) = 5/6

The reduction: We start with a 2-to-1 Label Cover instance Φ = (V ∪ W,E,Π). In
addition, as a small technicality, we shall assume that all vertices ofW have the same degree.
Each (v, w) ∈ E is associated with a constraint πvw such that for each b ∈ {1, . . . , 2R} there
is a unique a ∈ {1, . . . , R} such that (a, b) ∈ πvw (we denote a = πvw(b)) and for each
a ∈ {1, . . . , R} there are exactly two b1, b2 ∈ {1, . . . , 2R} such that (a, bi) ∈ πvw (denote
(b1, b2) = π−1

vw(a)). We construct G′ = (V ′, E′) as follows:

• Each vertex w ∈W is replaced by a copy of {0, 1, 2, 3}2R (denoted by [w]). The set of
vertices in G′ is V ′ =

⋃
w∈W [w] = W × {0, 1, 2, 3}2R.

• Let T be as in Definition 4.2. For every w1, w2 ∈ W that have a common neighbor
v ∈ V let π1, π2 be the corresponding constraints. For x, y ∈ {0, 1, 2, 3}2R set an
edge between (w1, x) and (w2, y) if and only if for all k ∈ {1, . . . , R} it holds that
{xi1 , xj1}∩{yi2 , yj2} = ∅, where π−1

1 (k) = {i1, j1} and π−1
2 (k) = {i2, j2}. Equivalently,

we set an edge if T (xπ−1
1 (k), yπ−1

2 (k)) 6= 0 for all k ∈ {1, . . . , R},

This completes the construction of G′.

Completeness: Assume there is a labeling L that satisfies all constraints of Φ. Define the
coloring of G′ to be c(w, x) = xL(w) for all w ∈W and x ∈ {0, 1, 2, 3}2R. We show that this
is a legal coloring of G′. Indeed, let ((w1, x), (w2, y)) ∈ E′ be an edge of G′. Then w1, w2

have a common neighbor v ∈ V . Let π1 and π2 be the corresponding constraints, and let
k = L(v). Then π1(L(w1)) = k = π2(L(w2)), as L satisfies all the constraints.

Since ((w1, x), (w2, y)) ∈ E′ the sets xπ−1
1 (k) and yπ−1

2 (k) are disjoint, and hence c(w1, x) 6=
c(w2, y) as c(w1, x) = xL(w1) ∈ xπ−1

1 (k) and c(w2, y) = yL(w2) ∈ yπ−1
2 (k).

Soundness: Suppose that G′ contains an independent set S ⊆ V ′ such that |S||V ′| ≥ ε. Our
goal is to show that is such case val(Φ) > poly(ε). Let J be a subset of W that make a
non-negligible contribution to S

J = {w ∈W :
[w] ∩ S

[w]
>
ε

2
}.

By Markov inequality we have |J | ≥ ε
2 |W |.

For each w ∈ J let fw : {0, 1, 2, 3}2R → {0, 1} be the indicator function of S, i.e.,
fw(x) = 1 if and only if (w, x) ∈ S. Then E[fw] > ε/2 for each such w ∈ J . Let δ = εO(1)

and k = O(log(1/ε)) as assured by Theorem 1.3 when it is applied on the operator T from
Definition 4.2 with parameter ε/2. Next for each w ∈ J we define a small set of labels

L(w) = {i : Inf≤2k
i (fw) > δ/2}.

By Proposition 2.4 we have |L(w)| < 4k
δ . Next we give labels to neighbors of J in Φ.
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Claim 4.3 Let v ∈ N(J). Let w1, w2 ∈ N(v) ∩ J , and let π1, π2 be the corresponding
constraints. Then, there are i ∈ Lw1 and j ∈ Lw2 such that π1(i) = π2(j).

Proof Recall that fw’s are indicators of an independent set. Thus fw1(x) = 1 = fw2(y)

implies that ((w1, x), (w2, y)) /∈ E′. Therefore, T
(
xπ−1

1 (k), yπ−1
2 (k)

)
= 0 for some k ∈

{1, . . . , R}, and thus

T⊗R
(

(xπ−1
1 (1), . . . , xπ−1

1 (R)), (yπ−1
2 (1), . . . , yπ−1

2 (R))
)

= 0.

Define
f(xπ−1

1 (1), . . . , xπ−1
1 (R)) = fw1(x1, . . . , x2R)

and
g(yπ−1

2 (1), . . . , yπ−1
2 (R)) = fw2(y1, . . . , y2R),

where we think of f, g as functions in R variables, each taking values in {0, 1, 2, 3}2. We show
that

〈
f, T⊗Rg

〉
= 0. Then, using Theorem 1.3, we conclude that there is ` ∈ {1, . . . , R}

such that Inf≤k` (f) > δ and Inf≤k` (g) > δ. Using the relation between f and fw1 we conclude
that there is some i ∈ π−1

1 (`) such that Inf≤2k
i (fw1) > δ/2. Similarly for g there is some

j ∈ π−1
2 (`) such that Inf≤2k

j (fw2) > δ/2. Therefore, there are i ∈ Lw1 , j ∈ Lw2 such that
π1(i) = π2(j).

It is left to show that
〈
f, T⊗Rg

〉
= 0. Indeed,

〈
f, T⊗Rg

〉
=

1

42R

∑
x∈({0,1,2,3}2)R

f(x)T⊗Rg(x)

=
1

42R

∑
x

f(x)
∑
y

T⊗R(x, y)g(y)

=
1

42R

∑
x:fw1 (x)=1
y:fw2 (y)=1

T⊗R(xπ−1
1
, yπ−1

2
)

=
1

42R

∑
x:fw1 (x)=1
y:fw2 (y)=1

0

= 0,

as required.

From the claim above we get that for all v ∈ N(J) and any w1, w2 ∈ N(v)∩ J it holds that

Pr
i∈L(w1)
j∈L(w2)

[π1(i) = π2(j)] ≥ 1

|L(w1)||L(w2)|
≥
(
δ

4k

)2

.

By averaging there is L0 : V ∪W → {1, . . . , 2R} such that for all w ∈ J we have

Pr
v∈N(w)

[L0(v) = π(L0(w))] ≥
(
δ

4k

)2

.
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Hence, if we assume regularity on the vertices of W , we get

Pr
(v,w)∈E

[L0(v) = π(L0(w))] ≥ Pr
w∈W

[w ∈ J ] Pr
v∈N(w)

[L0(v) = π(L0(w))|w ∈ J ]

≥ ε

(
δ

4k

)2

= poly(ε).

We conclude that val(Φ) > poly(ε), which completes the soundness analysis of the reduction.
Theorem 1.2 follows.
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