
Inapproximability of Feedback Vertex Set for
Bounded Length Cycles

Venkatesan Guruswami∗ Euiwoong Lee†

Computer Science Department
Carnegie Mellon University

Pittsburgh, PA 15213.

Abstract

The Feedback Vertex Set problem (FVS), where the goal is to find a small subset of ver-
tices that intersects every cycle in an input directed graph, is among the fundamental prob-
lems whose approximability is not well-understood. One can efficiently find an Õ(log n)
factor approximation, but the best NP-hardness result is only a factor of ≈ 1.36 (via a sim-
ple reduction from Vertex Cover). A constant-factor approximation is ruled out under the
Unique Games Conjecture (UGC), and we give a simpler proof of this in the paper.

Our main result concerns a natural variant of FVS, where the goal is to find a small
subset of vertices that intersects every cycle of bounded length. For this variant, we prove
strong NP-hardness of approximation results: For any integer constant k > 3 and ε > 0, it is
hard to find a (k − 1 − ε)-approximate solution to the problem of intersecting every cycle
of length at most k. The hardness result almost matches the trivial factor k approximation
algorithm for the problem. In fact, the hardness holds also for the problem of hitting every
cycle of length at most a parameter k′ > k where k′ can be taken to be Ω( logn

log logn ). Taking
k′ = ω(log n log logn) would be enough to prove a hardness for FVS (for arbitrary length
cycles). Our work thus identifies the problem of hitting cycles of length ≈ log n as the key
towards resolving the approximability of FVS.

Our result is based on reductions from k-uniform Hypergraph Vertex Cover with ran-
dom matching and labeling techniques. As byproducts of our techniques, we also prove a
factor (k−1−ε) hardness of approximation result for k-Clique Transversal, where one must
hit every k-clique in the graph with fewest possible vertices, and a factor Ω(k) hardness re-
sult for finding a minimum-sized set of edges to hit all k-cycles. We also obtain almost tight
Ω̃(k) factor hardness results for the dual problem of packing vertex-disjoint k-cycles and
k-cliques in a graph, albeit relying on the UGC for k-Cycle Packing (but we do get a weaker
factor Ω̃(

√
k) NP-hardness result).
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1 Introduction

Feedback Vertex Set (FVS) is a fundamental combinatorial optimization problem. Given a (di-
rected) graph G, the problem asks to find a subset F of vertices1 with the minimum cardinality
that intersects every cycle in the graph (equivalently, the induced subgraph G \ F is acyclic).
One of Karp’s 21 NP-complete problems, FVS has been a subject of active research for many
years. Recent results on the problem study approximability and fixed-parameter tractibility. In
fixed-parameter tractibility, both undirected and directed FVS are shown to be in FPT [9, 11].
See recent results on a generalization of FVS [18, 12] and references therein. In this work, we
focus on approximability.

FVS in undirected graphs has a 2-approximation algorithm [5, 8, 13], but the same prob-
lem is not well-understood in directed graphs. The best approximation algorithm [35, 22, 21]
achieves an approximation factor of O(min(log τ∗ log log τ∗, log n log logn)), where τ∗ is the op-
timal fractional solution in the natural LP relaxation2. The best hardness result follows from
a simple approximation preserving reduction from Vertex Cover, which implies that it is NP-
hard to approximate FVS within a factor of 1.36 [20]. Assuming the Unique Games Conjecture
(UGC) [27], it is NP-hard (called UG-hard) to approximate FVS in directed graphs within any
constant factor [24, 36]. The main challenge is to bypass the UGC and to show a super-constant
inapproximability result for FVS assuming only P 6= NP or NP 6⊆ BPP.

While there is a huge gap between inapproximability results with and without the UGC
for many problems (see [28] for a survey), there are also many notable problems where the
NP-hardness results almost match their counterparts that rely on the UGC. The k-uniform Hy-
pergraph Vertex Cover problem (Ek-HVC) is one of these problems. Given a k-uniform hyper-
graph, Ek-HVC asks to find a subset of vertices with the minimum cardinality that intersects
every hyperedge in the hypergraph. There is a natural k-approximation algorithm and match-
ing hardness results based on the UGC [29]. Even without relying on the UGC, it is NP-hard
to approximate the same problem within a factor less than k − 1 [19]. This strong hardness, as
well as its similarity to FVS (both problems ask to find a subset of vertices that intersects every
given set in a certain family) makes Ek-HVC a natural starting point for a reduction to show
inapproximability of FVS.

Our result shows that this method is indeed effective, at least for a natural variant of FVS
— intersecting all cycles of bounded length. Our main result is stated in the following two
theorems, very similar to each other but incomparable (and based on different reduction tech-
niques). Their differences are highlighted in boldface. As the results are based on reductions
from Ek-HVC as a black box, the completeness guarantee can be improved to 1

k + ε for both results
under the UGC. But as the focus of this work is to bypass the UGC in hardness results for FVS,
we only state the NP-hardness versions.

Theorem 1.1. Fix an integer k > 3 and ε ∈ (0, 1). Given a graph G = (VG, EG) (directed or
undirected), unless NP ⊆ BPP, there is no polynomial time algorithm to tell apart the following two
cases.

• Completeness: There exists F ⊆ VG with 1
k−1 + ε fraction of vertices that intersects every cycle of

length O( logn
log logn) (hidden constant in O depends on k and ε).

1The related Feedback Arc Set problem asks for a subset of edges to intersect every cycle. This problem is easy on
undirected graphs, and equivalent to FVS for directed graphs. In this paper, we deal with the vertex variant.

2In unweighted cases, τ∗ is always at most n. In weighted cases, we assume all weights are at least 1.
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• Soundness: Every subset F with less than 1− ε fraction of vertices does not intersect at least one
cycle of length k. Equivalently, any subset with more than ε fraction of vertices has a cycle of
length exactly k in the induced subgraph.

Theorem 1.2. Fix an integer k > 3 and ε ∈ (0, 1). Given a directed graph G = (VG, EG), unless
NP ⊆ P, there is no polynomial time algorithm that distinguishes between the following two cases.

• Completeness: There exists F ⊆ VG with 1
k−1 + ε fraction of vertices that intersects every cycle of

length O(log log n) (hidden constant in O depends on k and ε).

• Soundness: Any subset with more than ε fraction of vertices has a cycle of length exactly k in the
induced subgraph.

Finding a small subset of vertices to intersect all short cycles is a natural and well-motivated
optimization problem as the complement of such a subset induces a subgraph of large girth
which is a useful property in many settings. The above theorems also give another (very struc-
tured) class of covering problems for which a NP-hardness result almost matches the integrality
gap of the simple linear programming relaxation.

The edge-version of the problem, where the goal is to pick the smallest subset of edges to hit
every r-cycle was studied in [30], where a factor (r− 1) algorithm is given for odd r, generaliz-
ing a factor 2 algorithm for r = 3 (hitting triangles) from [31]. The best known hardness factor
for any r was 1.36 (or 2− ε under UGC) via a simple reduction from Vertex Cover, and improv-
ing this was left as an open problem in [30]. Our methods, with simple modifications, can be
used to show a factor Ω(r) NP-hardness for this problem (as well as for picking edges to hit all
cycles of length up to r) on both directed and undirected graphs. We discuss the edge-version
of the problem in Appendix A.

To state a final reason for our interest in the bounded length version of FVS, if there exists
a set F that has c fraction of vertices and intersects every cycle of length slightly bigger than
Ω(log n log logn) (say log1.1 n), then c + on(1) fraction of vertices are enough to intersect every
cycle. Our result shows that intersecting cycles of length around log n is the main obstacle to
overcome in extending our result to FVS for arbitrary cycles.

The above two theorems use quite different techniques: random matching for Theorem 1.1
and labeling gadget for Theorem 1.2. Ignoring the difference between randomized and deter-
ministic reductions, Theorem 1.1 is stronger than Theorem 1.2. However, we include both
proofs since the proof using labeling gadget seems interesting in its own right and might have
future uses. The random matching techniques also applies to undirected graphs, and as FVS
on undirected graphs admits a factor 2 approximation [5, 8, 13], the labeling gadget based ap-
proach, which exploits edge directions, might be more suited to proving inapproximability of
the original FVS problem. See Section 2 for a more detailed discussion.

Simpler Unique Games-Hardness. The first UG-hardness of approximating FVS within a con-
stant factor [24] is the corollary the fairly complicated result on the Maximum Acyclic Subgraph
(MAS). Svensson [36] gave a simpler proof tailored for FVS with a stronger statement in com-
pleteness — deleting 1+ε

k fraction of vertices ensures that there is no walk of length k. We ob-
tained a simpler proof of the same statement (presented in Appendix E), that differs from [36]
in two aspects:

• The ingenious application of It Ain’t Over Till It’s Over Theorem is replaced by the more
general Invariance principle of Mossel [33].
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• The reduction from the Unique Games is simpler, introducing only one long code for
each vertex of the Unique Games instance, while [36] used multiple long codes for each
tuple of vertices of a certain length. Instead we rely on the stronger (but equivalent) UGC
proposed by Khot and Regev [29] for Ek-HVC.

k-Clique Transversal. Our technique for Theorem 1.1 can also be applied to k-Clique Transver-
sal. Given an undirected graph G = (VG, EG), the problem asks to find the smallest subset of
vertices that intersects every clique of size k (equivalent to intersecting every clique of size at
least k).

Assuming the UGC, we have a strong hardness result of Bansal and Khot [6] for Ek-HVC
showing factor k − ε inapproximability even when the hypergraph has a small set whose re-
moval makes it k-partite (a formal statement appears in Appendix C). A simple reduction (re-
placing each hyperedge by a k-clique) then implies a factor k−ε inapproximability for k-Clique
Transversal assuming the UGC. Applying the random matching technique again, we obtain the
following theorem that matches the best hardness result for Ek-HVC without relying on the UGC.
The proof is almost identical to the proof of Theorem 1.1, except for a few details due to com-
binatorial differences between cycles and cliques. We defer it to Appendix C.

Theorem 1.3. Fix an integer k > 3 and ε ∈ (0, 1). Given an undirected graph G = (VG, EG), unless
NP ⊆ BPP, there is no polynomial time algorithm that distinguishes between the following cases.

• Completeness: There is a subset F ⊆ VG with 1
k−1 + ε fraction of vertices that intersects every

clique of size k.

• Soundness: Every subset F with less than 1− ε fraction of vertices does not intersect at least one
clique of size k.

k-Cycle Packing and k-Clique Packing. As another application of our technique, we show
inapproximability of k-Cycle Packing. Given an undirected graph, the problem asks to find the
maximum number of vertex-disjoint cycles of length at most k. For the problem of packing
cycles of any length, called Vertex-Disjoint Cycle Packing (VDCP), the results of [32, 23] imply
that the best approximation factor by any polynomial time algorithm lies between Ω(

√
log n)

and O(log n). In a closely related problem Edge-Disjoint Cycle Packing (EDCP), the same pa-
pers showed that Θ(log n) is the best possible. k-Clique Packing is a similar problem where we
want to find the maximum number of vertex-disjoint cliques of size exactly k. Both k-Cycle
Packing and k-Clique Packing are special cases of k-Set Packing, where the instance consists of
a family of k-sets (without any structure relating the sets). k-Set Packing admits a (k+ 1 + ε)/3-
approximation algorithm [17], and is NP-hard to approximate within Ω(k/ log k) [26].

The problem we reduce from is another special case of k-Set Packing, which is Maximum
Independent Set in degree-k graphs (MIS-k). Given a graph with the maximum degree at most
k, the problem asks to find the largest subset of vertices such that there is no edge in the induced
subgraph. A restricted version of k-Set Packing, MIS-k has also almost matching hardness
results assuming P 6= NP (Ω(k/ log4 k) [10]) or the UGC (Ω(k/ log2 k) [4]). Using elementary but
elegant properties of graphs (compared to hypergraphs) and the random matching technique,
we show the following results. The details are deferred to Appendix D.

Theorem 1.4. For every sufficiently large k, it is NP-hard to approximate k-Clique Packing within a
factor of Ω(k/ log4 k), and it is Unique Games-hard to approximate the same problem within a factor of
Ω(k/ log2 k).
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Theorem 1.5. For every sufficiently large k, unless NP 6⊆ BPP, no polynomial time algorithm can
approximate k-Cycle Packing within a factor of Ω(

√
k/ log3 k). It is Unique Games-hard (under ran-

domized reductions) to approximate the same problem within a factor of Ω(k/ log4 k).

2 Techniques

We use NP-hardness of approximating Ek-HVC as a black box, and reduce it to FVS for bounded
length cycles. The simplest try will be, given a hypergraph H = (VH , EH) (let n = |VH |,m =
|EH |), to produce a graphG = (VG, EG) where VG = VH , and for each hyperedge e = (v1, . . . , vk)
add k edges that form a canonical cycle (v1, v2, . . . , vk) to EG. While the soundness follows di-
rectly (if F ⊆ VH contains a hyperedge, the same F also contains a k-cycle), the completeness
property does not hold since edges that belong to different canonical cycles may form an un-
intended non-canonical cycle. To prevent this, a natural strategy is to replace one vertex by
a set of many vertices (call it a cloud), and for each hyperedge (v1, . . . , vk), add many canoni-
cal cycles on the k clouds (each cycle consists of one vertex from each cloud). If we have too
many canonical cycles, soundness works easily but completeness is hard to show due to the
risk posed by non-canonical cycles, and in the other extreme, having too few canonical cycles
could result in the violation of the soundness property. Therefore, it is important to control
the structure (number) of canonical cycles that ensure both completeness and soundness at the
same time.

Random Matching. Our first technique, which we call random matching, proceeds by creating
many random cycles for each hyperedge.

• Each cloud consists of B vertices (just a set of vertices without any additional structure)

• For each hyperedge (v1, . . . , vk), for aB times,
– Sample one vertex from each cloud, and add a canonical cycle between k picked

vertices.

It can be shown that by cleverly choosing a and B, the above scheme works to ensure both
soundness and completeness, thus proving Theorem 1.1. The soundness follows from that of
Ek-HVC combined with a standard technique. Unlike typical reductions, the completeness is
more complicated. The number of canonical cycles is aBm, but they all intersect C× [B], where
C is a vertex cover of H . We show that the number of non-canonical cycles of length up to k′ is
O(n(k′)k

′
) (hidden constant depends on k). By taking large B and k′ = O( logn

log logn), this number
becomes o(N), where N = nB is the number of vertices in the final graph. Therefore, hitting
such non-canonical cycles using one additional vertex per cycle does not increase the size of the
feedback vertex set too much. We remark that properties of random matchings are also used to
bound the number of short non-canonical paths in inapproximability results for edge-disjoint
paths on undirected graphs [2, 1]. The details in our case are different as we create random
hypergraphs based on many random matchings.

Thus, in the completeness case, we can ensure the existence of a set of small measure that
intersects all cycles of length up to O( logn

log logn). This is close to showing inapproximability of
FVS in the following sense. Consider the following standard linear programming relaxation
for FVS.

min
∑
v∈VG

xv subject to
∑
v∈C

xv > 1 ∀ cycle C , and 0 6 xv 6 1 ∀v ∈ VG
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The integrality gap of the above LP is upper bounded by O(log n) for undirected graphs [7]
and O(log n log logn) for directed graphs [22]. Suppose in the completeness case, there exists
a set of measure c that intersects every cycle of length bigger than the known integrality gaps,
say log1.1 n. If we remove these vertices and consider the above LP on the remaining graphs,
since every cycle is of length at least log1.1 n, setting xv = 1/ log1.1 n is a feasible solution,
implying that the optimal solution to the LP is at most n/ log1.1 n. Since the integrality gap
is at most O(log n log logn), we can conclude that the remaining cycles can be hit by at most
O(n log logn/ log0.1 n) = on(n) vertices, extending completeness result to every cycle. Thus,
improving our result to hit cycles of length ω(log n log log n) in the completeness case will prove
inapproximability of FVS.

Another interesting aspect about Theorem 1.1 is that it also holds for undirected graphs.
This should be contrasted with the fact that undirected graphs admit a 2-approximation algo-
rithm for FVS, suggesting that to overcome log n-cycle barrier mentioned above, some prop-
erties of directed graphs must be exploited. Towards developing a directed graph specific
approach, we now present a different reduction technique.

Labeling Gadget. Our second technique, labeling gadget, explicitly controls the structure of
every cycle. The idea of labeling gadgets to prove hardness of approximation has been used
previously to show inapproximability of edge-disjoint paths problem with congestion and di-
rected cut problems [3, 15, 16].

In this work, the labeling gadget is a directed graph L = (VL, EL) with roughly the follow-
ing properties: (i) Its girth is k, and (ii) Every subset of vertices of measure at least δ has at least
one cycle of length k.

GivenH and L, G = (VG, EG) is constructed as the following way. VG = VH×V m
L , wherem

is the number of hyperedges in H (let’s say the hyperedges are e1, e2, . . . , em), so that the cloud
for each vertex v ∈ V becomes V m

L . Each copy of L corresponds to one of the m hyperedge.
Consider the naive approach introduced earlier where we added k edges for each hyperedge
(multiple edges possible), without duplicating vertices. Call this graph H ′ = (VH , E

′
H). In G,

we add an edge from (v, x1, . . . , xm) to (u, y1, . . . , ym) if and only if

• There is an edge (v, u) ∈ E′H created by a hyperedge ei for some i.

• xj = yj for all j 6= i, and

• (xi, yi) ∈ EL.

Intuitively, if we want to move from (u, . . .) to (v, . . .) where the edge (u, v) ∈ EH′ is created
by a hyperedge ei, then we need to move the ith coordinate by an edge of L (other coordinates
stay put). Once we changed the ith coordinate, since L has girth k, we have to use an edge
formed by ei at least k times to move ith coordinate back to the original solution.

Suppose C = ((v1, . . .), · · · , (vk′ , . . .)) is a cycle in G. By the above argument, (v1, . . . , vk
′
) is

a cycle of H ′, and must use at least k edges formed by a single hyperedge, say el. This is not
quite enough to argue that this cycle intersects a vertex cover of H as the same edge of H ′ that
is created by hyperedge ei may be used multiple times. To fix this problem, we color each edge
of L by one of k colors and associate a different color to the k edges formed by a hyperedge. If
we ensure the stronger property in the labeling gadget that every cycle of L must be colorful
(which implies that the girth is at least k), then the cycle C = ((v1, . . .), · · · , (vk′ , . . .)) uses all k
edges formed by a single hyperedge, so it must intersect any vertex cover of H . See Figure 1
for an example.
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Figure 1: Example with k = 3. Each row corresponds to a vertex of G ((v1, x1, x3) in the first row),
and each edge of H and L has one of 3 types. From (v1, x1, x3), we used e1 and the solid edge to get to
(v3, x2, x3). The position in L2 stays the same. From (v3, x2, x3), we used e2 and the dotted edge to get
to (v4, x2, x1).

For soundness, given a subset F ⊆ VG of measure δ, we find a hyperedge e = (v1, . . . , vk)
such that (

⋂
cloud(vi)) ∩ F is large. This follows from averaging arguments and needs a

density guarantee in the soundness case of Ek-HVC. Then we focus on the copy of L associ-
ated with e, find a colorful k-cycle in L, and produce the final cycle by combining two cycles
(v1, v2), · · · , (vk, v1) (from VH ) and the colorful cycle in L.

This is a complete and sound reduction from Ek-HVC to the original FVS problem, except
that it blows up the size of the instance exponentially. To get a polynomial time reduction, we
compress the construction by coalescing different copies of L, retaining only a constant number
(dependent on the degree of the original hypergraph) out of the m coordinates. However, as
a result we are not able to control the behavior of long cycles, and we may not intersect all
cycles in the completeness case of Theorem 1.2. Since we have good control over the structure
of cycles using labeling gadgets, and the only issue is to reduce the size of labels, we hope that
more sophisticated variants of this technique might be able to prove inapproximability of FVS
itself.

3 Preliminaries

Ek-HVC. A k-uniform hypergraph is denoted by H = (VH , EH) such that each e ∈ EH is a
k-subset of VH . An instance of Ek-HVC consists of k-uniform hypergraph H , where the goal is
to find a set C ⊆ VH with the minimum cardinality such that it intersects every edge; C ∩ e 6= ∅
for every e ∈ EH . Both in Ek-HVC and FVS, we assume that vertices are unweighted. Since we
show hardness of approximation, dealing with unweighted cases yields a stronger statement.
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The NP-hardness results of Ek-HVC we use have the following form. Given a k-uniform
hypergraph H , it is NP-hard to distinguish

• Completeness: There exists a vertex cover of measure at most c(k).3

• Soundness: Every vertex cover has to have measure at least s(k).

In some cases, we need a fact that H has small degrees (only function of k) as well as the
following additional density property in the soundness case. In a hypergraph, we define the
degree of a vertex to be the number of hyperedges containing it.

• The maximum degree of H is bounded by d(k).
• In the soundness case above, every set of measure at least δ(k) contains ρ(k) fraction of

hyperedges in the induced subgraph for some δ(k) > 1− s(k).

For example, the NP-hardness of Ek-HVC with c(k) = 3
k , s(k) = 1 − 1

k , d(k) = 2k
β

, δ(k) = 2
k ,

and ρ(k) = 1

k2k
β for some β is made explicit in [14]. However, careful examination of other

results, especially that of [19], yields a better result. See Appendix B for the proof.

Theorem 3.1 ([19]). For any rational function ε(k) > 0, hardness of Ek-HVC holds with c(k) =
1

k−1 + ε(k), s(k) = 1− ε(k), δ(k) = 2ε(k) and d(k), ρ(k) are some positive functions of k (and ε(k)).

FVS and k-(Directed)-CT. A graph is denoted by G = (VG, EG) where each edge is denoted
as e = (vi, vj). If G is undirected, (vi, vj) is an unordered pair, and if G is directed, (vi, vj) is
an ordered pair and represents an edge from vi to vj . Let [k] := {1, 2, . . . , k}. For notational
convenience, for i ∈ Z, let (i) ∈ [k] be the unique integer such that i ≡ (i) mod k. Given a
graph G = (VG, EG), let (v1, . . . , vk) denote a cycle that consists of edges (vi, v(i+1))16i6k.

An instance of k-(Directed)-Cycle Transversal (k-(Directed)-CT) consists of a (directed) graph
G = (VG, EG), where the goal is to find a set F ⊆ VG with the minimum cardinality such that
it intersects every cycle of length at most k; in other words, the induced subgraph G \ F does
not have a cycle of length at most k.4 If k is unbounded (k = |VG| suffices), it becomes the
well-known (directed) Feedback Vertex Set (FVS) problem.

Notation. We now discuss the notational convention used throughout the paper. An (hy-
per)edge e of a k-uniform hypergraph H is a subset of VH of size k. We denote e as an ordered
k-tuple e = (v1, . . . , vk). The ordering can be chosen arbitrarily given H , but should be fixed
throughout. For an integer m, let [m] = {1, 2, . . . ,m}. For i ∈ [m], let (i + 1) be the unique
integer such that i+ 1 ≡ (i+ 1) mod m (m will be clear in the context). In many cases, vertices
are represented as a vector (i.e. in n-dimensional hypercube, V = {0, 1}n and v = (v1, . . . , vn)
is a n-dimensional vector). To avoid confusion, if v indicates a vertex of some graph, we use a
superscript vi to denote another vertex of the same graph, and subscripts vi to denote the ith
coordinate of v. We also use a superscript ei to denote the ith (hyper)edge. For any set V and
its subset F , let µV (F ) be the measure of F under the uniform measure in V (subscripts might
be omitted if clear from the context).

3Usually, the result is stated as c(k) − ε for arbitrary ε > 0. For simplicity, we consider ε as a function of k, e.g.
1/k2.

4It is also natural to find a set that intersects of every cycle of length exactly k; both our results hold for this case
as well.
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4 Random Matching

In this section, we give a reduction from Ek-HVC to k-CT and prove Theorem 1.1. Fix k and let
c := c(k), s := s(k), d := d(k) be the parameters from Theorem 3.1 (we do not need density). Let
a and B be integer constants greater than 1, which will be determined later. Lemma 4.1 and 4.3
with these parameters imply Theorem 1.1. We focus on undirected graphs in this section, but
the result with the same proof holds for directed graphs.

4.1 Reduction

Given a hypergraph H = (VH , EH), construct an undirected graph G = (VG, EG) such that

• VG = VH × [B]. Let n = |VH | and N = |VG| = nB. For v ∈ VH , let cloud(v) := {v} × [B] be
the copy of [B] associated with v.
• For each hyperedge e = (v1, . . . , vk), for aB times, take (l1, . . . , lk) independently and uni-

formly from [B]. Add ((vi, li), (v(i+1), l(i+1))) for i ∈ [k]. Each time ((v1, l1), . . . , (vk, lk)) is
a cycle of length k, and we have aB of such cycles per each hyperedge. Call such cycles
canonical.

4.2 Completeness

Lemma 4.1. Suppose H has a vertex cover C of measure c. For any ε > 0, with probability at least 3/4,
there exists a subset F ⊆ G of measure at most c+ ε such that the induced subgraph G \F has no cycle
of length O( logn

log logn). The constant hidden in O depends on ε and the parameters from Ek-HVC (which
depend only on k).

Proof. Let F = C × [B]. We consider the expected number of cycles that avoid F and argue
that a small fraction of additional vertices intersect all of these cycles. Let k′ be the length of a
purported cycle. Choose k′ vertices (v1, l1), . . . , (vk

′
, lk
′
) which satisfy

• v1 ∈ VH can be any vertex.

• l1, . . . , lk′ ∈ B can be arbitrary labels.

• For each 1 6 i < k′, there must be a hyperedge e = (u1, . . . , uk) and j ∈ [k] such that
(vi = uj and vi+1 = u(j+1)) or (vi = u(j+1) and vi+1 = uj). Equivalently, there are edges
between cloud(vi) and cloud(vi+1).

There are n possible choices for v1,B choices for each li, and 2d choices for each vi (i > 1) (there
are at most d hyperedges containing one vertex, and for each canonical cycle, there are two pos-
sibilities to choose a neighbor). The number of possibilities to choose such (v1, l1), . . . , (vk

′
, lk
′
)

is bounded by n(2d)k
′−1Bk′ . Note that no other k′-tuple of vertices can form a cycle. Fur-

ther discard the tuple when two vertices are the same (the resulting cycle is not simple and its
simple pieces will be considered for smaller k′).

We calculate the probability that ((v1, l1), . . . , (vk
′
, lk
′
)) form a cycle (i.e. all k′ edges exist)

that does not intersect F . For a set of purported edges, we say that this set can be covered by a
single canonical cycle if one copy of canonical cycle can contain all k′ edges with nonzero prob-
ability. Suppose that all k′ edges in the purported cycle can be covered by a single canonical
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cycle. It is only possible when k′ = k and there is a hyperedge e such that after an appro-
priate shifting, e = (v1, . . . , vk

′
). In this case, ((v1, l1), . . . , (vk

′
, lk
′
)) intersects F (right case of

Figure 2). When k′ edges of the purported cycle have to be covered by more than one canonical
cycle, some vertices must be covered by more than one canonical cycle, and each canonical cy-
cle covering the same vertex should give the same label to that vertex. This redundancy makes
it unlikely to have all k′ edges exist at the same time (left case of Figure 2). The below lemma
formalizes this intuition.

Claim 4.2. Suppose that ((v1, l1), . . . , (vk
′
, lk
′
)) cannot be covered by a single canonical cycle. Then

the probability that it forms a cycle is at most k′(adk
′

B )k
′ .

Proof. Fix 2 6 p 6 k′. Partition k′ purported edges into p nonempty groups I1, . . . , Ip such that
each group can be covered by a single canonical cycle. There are at most pk

′
possibilities to par-

tition. For each v ∈ VH , there are at most d hyperedges containing v and at most aBd canonical
cycles intersecting cloud(v). Therefore, all edges in one group can be covered simultaneously
by at most aBd copies of canonical cycles. There are at most (aBd)p possibilities to assign a
canonical cycle to each group. Assume that one canonical cycle is responsible for exactly one
group. This is without loss of generality since if one canonical cycle is responsible for many
groups, we can merge them and this case can be dealt with smaller p.

𝑒1 

𝑒2 

𝑣1 

𝑣2 

𝑣3 

𝑣4 

𝑢 

𝑤 

𝑣1 

𝑣2 

𝑣4 

𝑣3 

𝑒 

Figure 2: Two examples where k′ = k = 4. On the left, purported edges are divided into two groups
(dashed and solid edges). Each copy of canonical cycle should match the labels of three vertices to
ensure it covers 2 designated edges (6 labels total). On the right, one canonical cycle can cover all the
edges, and it only needs to match the labels of four vertices (4 labels total).

Focus on one group I of purported edges, and one canonical cycle L which is supposed to
cover them. Let I ′ ⊆ VG be the set of vertices which are incident on the edges in I . Suppose
L = ((u1, l′1), . . . , (uk, l′k)), which is produced by a hyperedge f = (u1, . . . , uk) ∈ EH . We
calculate the probability that L contains all edges in I over the choice of labels l′1, . . . , l′k for L.
One necessary condition is that {v|(v, l) ∈ I ′ for some l ∈ [B]} (I ′ projected to VH ) is contained
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in f . Otherwise, some vertices of I ′ cannot be covered by L. Another necessary condition is
vi 6= vj for any (vi, li) 6= (vj , lj) ∈ I ′. Otherwise ((v, li), (v, lj) ∈ I ′ for li 6= lj), since L gives only
one label to each vertex in f ⊆ VH , (v, li) and (v, lj) cannot be contained in L simultaneously.
Therefore, we have a nice characterization of I ′: It consists of at most one vertex from the cloud
of each vertex in f .

Now we make a crucial observation that |I ′| > |I| + 1. This is because I is a proper subset
of the edges that form a simple cycle. Formally, in the graph with vertices I ′ and edges I , the
maximum degree is at most 2, and there are at least two vertices of degree 1. The probability
that L contains I is at most the probability that for each (vi, li) ∈ I ′, li is equal to the label L
assigns to vi, which is B−|I

′| 6 B−|I|−1.
We conclude that for each partition, the probability of having all the edges is at most

(aBd)p
∏p
q=1B

−|Iq |−1 = (aBd)p

Bk′+p
= (ad)p

Bk′
.

The probability that ((v1, l1), . . . , (vk
′
, lk
′
)) forms a cycle is therefore bounded by∑k′

p=2 p
k′ (ad)p

Bk′
6 k′

(
adk′

B

)k′ .
Therefore, the expected number of cycles of length k′ that avoidF is bounded by n(2d)k

′−1Bk′ ·
k′(adk

′

B )k
′
6 n(Rk′)k

′
where R is a constant depending only on k (not k′). With probabil-

ity at least 3/4, the number of such cycles of length up to k′ is at most 4n(Rk′)k
′+1. Let

B > 4(Rk′)k
′+1

ε . Then these cycles can be covered by at most εnB = εN vertices. If k′ = logn
log logn ,

then k′k
′

= exp(k′ log k′) is also o(n), we can take B linear in n and k′ > Ω( logN
log logN ).

4.3 Soundness

The soundness claim above is easier to establish. By an averaging argument, a measure 2ε
subset I of VG must contain εB vertices from the clouds corresponding to a subset S of measure
ε in VH . There must be a hyperedge e contained within S, and the chosen parameters ensure
that one of the canonical cycles corresponding to e is likely to lie within I .

Lemma 4.3. If every subset of VH of measure at least ε contains a hyperedge in the induced subgraph,
with probability at least 3/4, every subset of VG with measure 2ε contains a canonical cycle.

Proof. Fix one hyperedge e = (v1, . . . , vk). We want to ensure that if a subset of vertices I
has at least ε fraction from each cloud(vi), then I will contain a canonical cycle. Fix A1 ⊆
cloud(v1), . . . , Ak ⊆ cloud(vk) be such that for each i, |Ai| > εB. There are at most 2kB ways to
choose such A’s. The probability that one canonical cycle associated with e is not contained in
(v1, A1)×· · ·× (vk, Ak) is at most 1− εk. The probability that none of canonical cycle associated
with e is contained in (v1, A1)× · · · × (vk, Ak) is (1− εk)aB 6 exp(−aBεk).

By union bound over all A1, . . . , Ak, the probability that there exists A1, . . . , Ak containing
no canonical cycle is at most exp(kB − aBεk) = exp(−B) 6 1

4|EH | by taking a large enough
constant depending on k and ε, andB = Ω(log |EH |) (note thatB was already taken to be linear
in |VH |). Therefore, with probability at least 3/4, the desired property holds for all hyperedges.

Let I be a subset of VG of measure at least 2ε. By an averaging argument, at least ε fraction
of good vertices v ∈ VH satisfy that |cloud(vi) ∩ I| > εB. By the soundness property of H , there
is a hyperedge contained in the subgraph induced by the good vertices.
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5 Labeling Graph Based Reduction

In this section, we show NP-hardness of k-Directed-CT by a reduction from Ek-HVC, proving
Theorem 1.2. Fix k and let c := c(k), s := s(k), d := d(k), δ := δ(k), ρ := ρ(k) be the parameters
we have from Theorem 3.1. Lemma 5.5 and 5.6 with these parameters imply Theorem 1.2.

5.1 Labeling Gadget

A (k, δ)-labeling gadget is a directed graph L = (VL, EL) with each edge colored with a color
from [k] that satisfies the following three properties.

1. Its girth is exactly k.

2. Every cycle has at least one edge for each color.

3. Every subset of vertices of measure at least δ has at least one cycle (x1, x2, . . . , xk) such
that

• Its length is exactly k.
• After an appropriate shifting, the color of (xi, x(i+1)) is i.

Let VL = [B]k, where B will be determined later depending on δ and k. For each 1 6 i 6 k, and
for each x1, . . . , xk and yi > xi, y(i+1) > x(i+1), we add an edge of color i from

(x1, . . . , xi, y(i+1), . . . , xk) to (x1, . . . , yi, x(i+1), . . . , xk) .

Intuitively, edges of color i strictly increase ith coordinate, strictly decrease (i+ 1)th coordinate, and
do not change the others.

With this construction, properties 1. and 2. can be shown easily. If a cycle uses an edge of
color i, the ith coordinate was decreased by using this edge, and the cycle should use at least
one edge of color (i + 1) to return. The same argument can be applied to color (i + 1), (i + 2),
. . . , until the cycle uses all the colors. The following lemma shows property 3.

Lemma 5.1. For k ∈ N and δ > 0, there exists an integer B := B(k, δ) such that a subset S ⊆ [B]k

with measure at least δ contains a k-cycle that has one edge of each color.

Proof. Fix a subset S ⊆ [B]k of measure at least δ. For each x ∈ [B]k and i ∈ [k], define
line(x, i) :=

{
y ∈ [B]k : (y)j = (x)j for all j 6= i

}
to be the axis-parallel line containing x and

parallel to the ith unit vector ei. Let

surfaceS(x, i) :=

 argmax
y∈S∩line(x,i)

(yi) S ∩ line(x, i) 6= ∅

∅ S ∩ line(x, i) = ∅,

and S′ := ∪x,i surfaceS(x, i). There are k · Bk−1 lines total (B points for each line), so |S′| 6
k · Bk−1. If B > k

δ , there is an element in S \ S′. Call this point (x1, . . . , xk). For any i ∈ [k],
(x1, . . . , xi−1, yi, xi+1, xk) is also in S for some yi > xi. ((x1, x2, . . . , xk−1, yk), (x1, x2, . . . , yk−1, xk),
. . . , (x1, y2, . . . , xk−1, xk), (y1, x2, . . . , xk−1, xk), (x1, x2, . . . , xk−1, yk)) is a cycle we wanted.
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5.2 Reduction

Let k′ be the maximum length of cycles that we want to intersect in the completeness case,
which will be determined later. Let L = (VL, EL) be a (k, ρδ)-labeling gadget. We are given
a hypergraph H = (VH , EH) with the maximum degree d. Since each vertex has a degree at
most d, each hyperedge shares a vertex with at most dk other hyperedges. Consider a graph
H ′ = (VH′ , EH′) where VH′ = EH and there exists an edge between e and f if and only if
intersect. Define the distance between two hyperedges e and f to be the minimum distance
between e and f in H ′. The maximum degree of H ′ is bounded by dk, and for each e ∈ VH′ ,
there are at most (dk)k

′
neighbors within distance k′. Therefore, each hyperedge can be colored

with d′ = (dk)k
′

+ 1 colors so that two hyperedges within distance k′ are assigned different
colors. To distinguish it from the coloring of L, we call the former outer coloring and the latter
inner coloring. We use letters u, v to denote the vertices of VH , x, y for VL, and a, b for (VL)d

′
.

Furthermore, since some vertices are indexed by a vector, we use superscripts to denote differ-
ent vertices (e.g. x1, x2 ∈ VL) and subscripts to denote different coordinates of a single vertex
(e.g. x = (x1, . . . , xk)).

Our reduction will produce a directed graph G = (VG, EG) where VG = VH× (VL)d
′

= VH×
([B]k)d

′
. The number of vertices (from H to G) is increased by a factor of |VL|d

′
= |VL|(dk+1)k

′
.

Since |VL| and dk+1 only depend on k, this quantity is polynomial in |VH | if k′ = Ω(log log |VH |).
The edges of G are constructed as the following:

• For any e = (v1, . . . , vk) ∈ EH , let q ∈ [d′] be its (outer) color.

• For any i ∈ [k],

• For any x, y ∈ VL such that (x, y) ∈ EL with inner color i,

• For any a ∈ (VL)d
′
,

• We put an edge (vi, aq 7→x) to (v(i+1), aq 7→y) with outer color q and inner color i, where
aq 7→x means that the qth outer coordinate of a (which is an element of VL) is replaced by x.

For a vertex (v, a) ∈ VG, consider a = (x1, . . . , xd
′
) as a label which is a d′-dimensional vector

and each coordinate xi corresponds to a vertex of L. Following one edge with outer color q
changes only xq (according to L), while leaving the other coordinates unchanged. Based on
this fact, it is easy to prove the following lemmas.

Lemma 5.2. G has girth at least k.

Proof. From the above discussion, each edge of G acts like an edge for an exactly one copy of
L and acts like a self-loop for the other copies of L. If ((v1, a1), . . . , (vl, al)) is a cycle in G, then
each coordinate of ai is a cycle in L as well. Since L has girth k, G also has girth at least k.

Definition 5.3 (Canonical cycles). For any hyperedge e = (v1, . . . , vk) of H with outer color q, for
any cycle x1, . . . , xk of L such that (xi, x(i+1)) is colored i for i = 1, 2, . . . , k, and for any a ∈ (VL)d

′ ,
((v1, aq→x1), . . . , (vk, aq→xk)) is also a cycle of G of length exactly k. Call such cycles canonical.

Lemma 5.4. Suppose k 6 l 6 k′, and ((u1, a1), . . . , (ul, al)) be a cycle. Then, there exists a hyperedge
e such that e ⊆

{
u1, . . . , ul

}
.

13



Proof. Let one of the edges of the cycle have outer color q. By the properties ofL (corresponding
to outer color q), for each i ∈ [k], there must be an edge with outer color q and inner color i.
Since the distance between two hyperedges with the same outer color is at least k′, every edge
with outer color q must be from the same hyperedge, say e = (v1, . . . , vk).

By the property 2. of the labeling gadget corresponding to outer color q (equivalently hy-
peredge e), for every inner color j, ((u1, a1), . . . , (ul, al)) must use an edge with inner color j
and outer color q. Notice that if ((ui, ai), (u(i+1), a(i+1))) is with outer color q and inner color j,
ui = vj and u(i+1) = v(j+1). Therefore, e ⊆

{
u1, . . . , ul

}
.

5.3 Completeness

Lemma 5.5. If H has a vertex cover of measure c, G has a k′-cycle transversal of measure c.

Proof. Let C ⊆ VH be such that it has measure c and intersects every hyperedge e ∈ EH . Let
F = C × (VL)d

′ ⊆ VG. It is clear that F has measure c. We argue that F indeed intersects
every cycle of length at most k′. For every cycle ((u1, u1), . . . , (ul, ul)) of length k 6 l 6 k′, by
Lemma 5.4, there exists a hyperedge e = (v1, . . . , vk) such that e ⊆

{
u1, . . . , ul

}
. Since C is a

vertex cover for H , there exists vi ∈ C, so F ⊇ vi × (VL)d
′

intersects this cycle.

5.4 Soundness

Lemma 5.6. If every subset of VH with measure at least δ contains a ρ fraction of hyperedges in the
induced subgraph, every subset of VG with measure 2δ contains a canonical cycle.

Proof. Let I ⊆ VG has measure at least 2δ. For a ∈ (VL)d
′
, we let slice(a) := VH×a to be the copy

of VH associated with a. Let A =
{
a ∈ (VL)d

′
: µH(slice(a) ∩ I) > δ

}
. An averaging argument

shows that µ(VL)d′ (A) > δ. By the soundness property (with density) of Ek-HVC, for each
a ∈ A, slice(a) ∩ I ⊆ V (H) contains at least ρ fraction of hyperedges. Therefore, if we consider
the product space E(H)× V (G)d

′
, at least ρδ fraction of tuples (e, a) satisfy e ⊆ slice(a) ∩ I .

By an averaging argument with respect to EH , we can conclude that there exists a hy-
peredge e = (v1, . . . , vk) such that ρδ fraction of a = (x1, . . . , xd

′
) ∈ (VL)d

′
satisfies e ⊆

slice(a) ∩ I . Without loss of generality, assume that its outer color is 1. Another averag-
ing argument with respect to x2, . . . , xd

′
shows that there exists (y2, . . . , yd

′
) such that X :={

x ∈ L | e ⊆ slice((x, y2, . . . , ym)) ∩ I
}

satisfies µL(X) > ρδ.
Since L is a (k, ρδ)-labeling gadget, there exists a cycle (x1, . . . , xk) ⊆ X such that (xi, xi+1)

is colored with i. Our final cycle of G consists of ((vi, xi, y2, . . . , yd
′
), (v(i+1), x(i+1), y2, . . . , yd

′
))

for each i ∈ [k]. Note that (vi, xi, y2, . . . , yd
′
) ∈ I for each i since by the definition of X , for each

xi ∈ X , e ⊆ slice(xi, y2, . . . , yd
′
) ∩ I . The edge ((vi, xi, y2, . . . , yd

′
), (v(i+1), x(i+1), y2, . . . , yd

′
))

exists by the construction.

6 Concluding Remarks

We have a proved a near-optimal inapproximability result for FVS problem when restricted to
cycles of length k (which is the vertex cover problem on a highly structured type of k-uniform
hypergraph). In fact, our results yield a super-constant inapproximability result for the prob-
lem of intersecting cycles of length at most O(log n/ log logn). Improving this bound on cycle
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length to ω(log n log logn) would imply inapproximability for the normal FVS problem. We
hope that our results renew the hope to prove a super-constant factor inapproximability for
FVS without relying on the Unique Games Conjecture. In particular, the general labeling gad-
get approach, instantiated with other kinds of label graphs, might hold some promise in this
regard.

We close by noting that the soundness guarantee in our results is very strong, implying that
any FVS must contain nearly all the vertices. While this is a desirable location for the gap, it
is overkill if one just seeks a large inapproximability factor. In this vein, if it helps executing a
labeling gadget based approach, we can also reduce from vertex cover on k-partite k-uniform
hypergraphs, which is also hard to approximate within Ω(k) factors [25].
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A Reduction from Vertex k-Cycle Transversal to Edge Version

We present simple reductions from Vertex k-Cycle Transversal to Edge r-Cycle Transversal
where the goal is to pick a set of edges to intersect all cycles of length (up to) r. There are
several natural versions of Edge r-Cycle Transversal, depending on

• Whether the graph is directed or undirected

• Whether r is odd or even

• Whether we want to hit every cycle of length exactly r or up to r.

To distinguish variants, let Edge (6 r)-Cycle Transversal be the version where we want to
intersect all cycles of length up to r, and Edge (= r)-Cycle Transversal to be the version we
want to intersect all cycles of length exactly r.
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Theorem A.1. Unless NP 6⊆ BPP, there is no polynomial time algorithm that does any the following
tasks, whether the graph is directed or not.

• For r > 6, approximate Edge (6 r)-Cycle Transveral within a factor of b r2c − 1.

• For even r > 6, approximate Edge (= r)-Cycle Transveral within a factor of b r2c − 1.

• For odd r > 9, approximate Edge (= r)-Cycle Transveral within a factor of b
r
2
c

2 − 1 + 1
r−1 .

The only case we obtain the worse ( b
r
2
c

2 − 1 + 1
r−1 )-hardness, Edge (= r)-Cycle Transversal

with odd r has a (r − 1)-approximation algorithm [30] in undirected graphs. This is better
than the trivial r-approximation algorithm and is not known in other variants. Although the
results in directed graphs and undirected graphs are the same, we present them in different
subsections due to slightly different techniques involved.

A.1 Directed Graphs

Given a directed graph G = (VG, EG) as an instance of Vertex k-Cycle Transversal, our basic
reduction to the edge version is simple. Split every vertex v ∈ VG into two vertices vin, vout, and
an edge (vin, vout) (call it a vertex-edge). Replace every edge (u, v) ∈ EG by (uout, vin). Let G′ be
the resulting graph as an instance of Edge 2k-Cycle Transversal. Note that there is one-to-one
correspondence between cycles of G of length l and cycles of length 2l in G′. In partiulcar,
the length of every cycle of G′ is even. Also note that our hardness result for Vertex k-Cycle
Transversal is strong in the sense that in the completeness case, a small fraction of vertices hit
every cycle of length up to k, while in the soundenss case, every small fraction of vertices must
contain a cycle of length exactly k.

For completeness, if removing vertices in C ⊆ VG gets rid of every cycle of length up to k
in G, then removing the same number of edges (vertex-edges corresponding to C) gets rid of
every cycle of length up to 2k in G′.

For soundness, given C ′ ⊆ EG′ such that the subgraph (VG′ , EG′ \ C ′) does not have a
cycle of length exactly 2k, we can easily convert it into C ⊆ VG with the same cardinality
such that the induced subgraph of G on VG \ C does not have a cycle of length exactly k. For
(vin, vout) ∈ C ′ put v in C, and for (uout, vin) pick either u or v. This works since for any cycle
of G (v1, . . . , vl) of length l, (v1,in, v1,out, . . . , vl,in, vl,out) is a cycle of length 2l in G′, and C ′ must
contain (vi,in, vi,out) or (vi,out, v(i+1),in) for some i.

The above reduction shows that if we want to hit every cycle of length up to r, we have
a factor of b r2c − 1 hardness from Vertex k-CT, whether r is even or odd. If we want to hit
every cycle of length exactly r, the above reduction works only for even r to give a r

2 − 1-factor
hardness. This proves the first two items of Theorem A.1 in directed graphs.

When r is odd, the above reduction requires a hardness result for the vertex version from
a more structured Hypergraph Vertex Cover. In Vertex Cover in k-uniform k-partite hyper-
graphs, the set of verticies V is partitioned into k parts V1, . . . , Vk (which are given) and each
hyperedge contains exactly one vertex from Vi. This problem is also NP-hard to approximate
within a factor of k

2 − 1 + 1
2k [25]. For each hyperedge e = (v1, . . . , vk) such that vi ∈ Vi, we
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add a canonical cycle (vi, v(i+1)) (previously we allowed any ordering of vertices, but here we
require each edge go from Vi to V(i+1)). An analogue to Theorem 1.1 will work to give the same
factor of hardness for the vertex version.

Given a hardness result for the vertex version from k-uniform k-partite graphs, our final
reduction to the edge version is to split vertices in V1, . . . , Vk−1 as usual (two vertices and one
edge), and split each vertex v ∈ Vk as vin, vmid, vout and an edge (vin, vmid), (vmid, vout) (two
vertex-edges per one vertex). By similar arguments to the above, there is one-to-one corre-
spondence of cycles of G of length l and cycles of G′ of length 2l + 1. Therefore, we also get
a (
b r
2
c

2 − 1 + 1
r−1)-factor hardness for Edge (= r)-CT for odd r, completing the proof of Theo-

rem A.1 in directed graphs.

A.2 Undirected Graphs

Given an undirected graphG = (VG, EG) as an instance of Vertex k-Cycle Transversal, the basic
reduction to G′ as an instance of the edge version is almost identical to that of directed graphs.
Split each vertex v ∈ VG into vin and vout, and a vertex-edge (vin, vout). For each canonical
cycle (v1, . . . , vk) of G, fix the orientation (which is already fixed in directed graphs), and add
(vi,out, v(i+1),in). Call (v1,in, v1,out, . . . , vk,in, vk,out) canonical in G′.

For the completeness analysis, if G has a small set of vertices C intersecting every canonical
cycle of G, then vertex-edges corresponding to C intersect every canonical cycle of G′. The
proof of completeness in Theorem 1.1 essentially shows that the number of non-canonical cy-
cles in G′ of length up to 2k is o(|VG′ |). The only difference in the analysis is that we might
additionally have a cycle like (. . . , uin, vout, win, . . . ) where u, v, w are different, but the fact that
this cycle cannot covered by a single canonical edge means that the expected number of these
cycles is o(|VG′ |). Hitting each non-canonical cycle by one edge, we can conclude that if G has
a vertex k-cycle transversal of size m, G′ has an edge 2k-cycle transversal of size m+ o(|VG′ |).

The soundness analysis works as in directed graphs. From this reduction we prove the first
two items of Theorem A.1 in undirected graphs.

To deal with the odd r, we use the same hardness of the vertex version from k-HVC on
k-partite graphs as in directed graphs to show that Edge (= r)-CT is also hard to approximate
within a factor of b

r
2
c

2 − 1 + 1
r−1 in undirected graphs, completing the proof of Theorem A.1.

B NP-hardness of k-HVC with density

In this section, we show that the best known NP-hardness result for Ek-HVC [19] yields an
unweighted instance with completeness and soundness parameters we want (depending on k
and ε(k)), proving Theorem 3.1.

Their Theorem 4.1 requires a multi-layered PCP with parameters l (number of layers) and
R (number of labels), which both depend on k and ε. Note that in the original Raz verifier,
the degree dR is a function of R. Given a Raz verifier which consists of a bipartite graph G =
(VG, EG) such that VG = Y ∪Z, Theorem 3.3 yields a multilayered PCP where variables of layer
i are of the form (z1, . . . , zi, yi+1, . . . , yl) where zj ∈ Z and yj ∈ Y . The number of labels for any
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vertex is bounded by Rl. For i < j, there exists a constraint between (z1, . . . , zi, yi+1, . . . , yl)
and (z′1, . . . , z

′
j , y
′
j+1, . . . , y

′
l) if and only if

• zq = z′q where q 6 i.

• yq = y′q where q > j.

• (yq, z
′
q) ∈ EG for i < q 6 j.

Therefore, the degree is at most l(dR)l, which is still a function of k and ε(k). After the reduction
from a multilayered PCP to a weighted hypergraph, the degree of each vertex is still bounded
by a function of k and ε(k), since each variable of the PCP is replaced by at most 2R

l
vertices

and each PCP constraint is replaced by at most 2kR
l

hyperedges.

Given such a weighted instance, we convert it to an unweighted instance by duplicating
vertices according to their weights. The weight of each vertex in the ith layer is of the form

1

l|Xi|
pr(1− p)Ri−r

whereXi = |Zi|i|Yi|l−i is the set of vertices in the ith layer, Ri = RO(l) is the number of labels in
ith layer, p = 1− 1

k−1−ε , and 0 6 r 6 Ri. The original paper set the weight as above so that the
sum of weights becomes 1. Multiply weight of each vertex by |Yi|l so that the weight of each
vertex in the ith layer is of the form

1

l

(
|Yi|
|Zi|

)i
pr(1− p)Ri−r

Let α be a rational that divides both p and 1 − p with both quotients bounded. Then αR
l

divides any pr(1− p)Ri−r as well with quotient bounded by a function of ε and k. Therefore, if
we set the minimum weight to be

1

l
· |Yi|
|Zi|
· α

the weight of each vertex must be divisible by the minimum weight, and the quotient will be
bounded by a function of k and ε. We replace each weighted vertex by (weight / minimum
weight) number of unweighted vertices, and for each hyperedge (v1, . . . , vk), add all hyper-
edges (u1, . . . , uk) where ui is a copy vi. Since each quotient and the original degree of the
weighted instance are bounded by a function of k and ε, so is the degree of the unweighted
instance.

Now we have an unweighted problem with completeness c, soundness s, and degree bounded
by d. Let δ = 2(1− s). Suppose in soundness case, we have 1− δ fraction of vertices cover more
than 1− k(1−s)

d fraction of hyperedges. Cover the remaining hyperedges with one vertex each.
Since |EH | 6 d

k |VH |, this process requires less than k(1−s)
d · dk = 1 − s fraction of vertices, and

we have a vertex cover of measure less than 1 − δ + (1 − s) = s. This contradicts the original
soundness, so any δ := 2(1 − s) fraction of vertices should contain at least ρ := kδ

2d fraction of
edges, both depending only on k and ε.
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C k-Clique Transversal

In this section, our goal is to prove Theorem 1.3 showing a near-optimal hardness result for
k-Clique Transversal, the problem of hitting k-cliques in an undirected graph.

If we assume the UGC, the following structured hardness result of Bansal and Khot [6] for
Ek-HVC implies a tight hardness result for k-Clique Transversal.

Theorem C.1 ( [6]). Fix an integer k > 3 and ε ∈ (0, 1). Given a k-uniform graph H = (VH , EH),
assuming the UGC, there is no polynomial time algorithm that distinguishes the following cases.

• Completeness: There exist disjoint subsets V1, . . . , Vk ⊆ VH , each with 1−ε
k fraction of vertices,

such that each hyperedge has at most one vertex in each Vi.
• Soundness: Every subset C with less than 1− ε fraction of vertices does not intersect at least one

hyperedge. Equivalently, every subset of ε fraction of vertices wholly contains a hyperedge.

Replacing each hyperedge by a k-clique (without duplicating vertices) gives an easy reduc-
tion to k-HVC to k-Clique Transversal. In completeness case, taking one Vi and V \(V1∪· · ·∪Vk)
gives a transversal of measure at most 1/k + ε. Soundness immediately follows from that of
k-HVC.

The above reduction crucially uses the fact that in completeness case, each Vi (as a subset
of the graph after reduction) is still an independent set. A similar but weaker statement can
be obtained without relying on the UGC [34]. However, this result does not have the above
property, so at least as a black-box, cannot be applied to prove hardness of k-Clique Transversal.

Our approach will be to be reduce a general instance of Ek-HVC to k-Clique Transversal via
the random matching technique. Fix k and let c := c(k), s := s(k), d := d(k) be the parameters
we have from Theorem 3.1 (we do not need density). Let a and B be integer constants greater
than 1, which will be determined later. Lemmas C.2 and C.4 with these parameters imply
Theorem 1.3.

C.1 Reduction

The idea is similar to k-Cycle Transversal — instead of adding canonical cycles, we create
canonical cliques. Given a hypergraph H = (VH , EH), construct an undirected graph G =
(VG, EG) such that

• VG = VH × [B]. Let n = |VH | and N = |VG| = nB.

• For each edge e = (v1, . . . , vk), for aB times, take (l1, . . . , lk) independently and uniformly
from [B]. Add a k-clique between (vi, li)’s. Call such cliques canonical.

C.2 Completeness

Lemma C.2. Suppose H has a vertex cover C of measure c. For any ε > 0, with probability at least
3/4, there exists a subset F ⊆ G of measure at most c+ ε such that the induced subgraph G \ F has no
k-clique.
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Proof. Let F = C× [B]. It is easy to see that every canonical clique intersects F . We consider the
number of non-canonical cliques and argue that a small fraction of additional vertices intersect
all of these cliques. Choose k vertices (v1, l1), . . . , (vk, lk) which satisfy

• v1 ∈ VH can be any vertex.

• l1, . . . , lk ∈ B can be arbitrary labels.

• For each 1 6 i < k, there must be a hyperedge e that contains both vi and vi+1.

The number of possibilities to choose such (v1, l1), . . . , (vk, lk) is bounded by n(kd)k−1Bk. Note
that no other k-tuple of vertices can form a clique. Further discard the tuple when two vertices
are the same.

We calculate the probability that (v1, l1), . . . , (vk, lk) form a clique that does not intersect F .
To form a clique,

(
k
2

)
edges must exist. For 2 6 p 6 k, partition

(
k
2

)
purported edges into p

groups I1, . . . , Ip. There are at most p(
k
2) possibilities. For each group, there are at most aBd

copies of canonical cliques that can possibly contain all the edges in that group. There are
at most (aBd)p possibilities. Assume that one canonical clique is responsible for exactly one
group. This is without loss of generality since if one canonical clique is responsible for many
groups, we can merge them and this case can be dealt with smaller p.

Focus on one group (say qth) of purported edges, and one canonical clique which is sup-
posed to contain them. Let I ′q be the set of vertices incident on edges in Iq. Without loss of
generality, vi 6= vj for all (vi, li), (vj , lj) ∈ I ′q, since one canonical clique assigns at most one
label to each vertex of H .

Lemma C.3. For each 2 6 p 6 k,
p∑
q=1

|I ′q| > k + p .

Proof. Since |I ′q| > 2 for each q, the lemma holds when p > k. Suppose p < k. For each vertex
(vi, li) (1 6 i 6 k), let ti be the number of q’s such that i ∈ I ′q. If ti > 2 for every i,∑

q

|I ′q| =
∑
i

ti > 2k > k + p .

Further suppose there exists i such that ti = 1. It means that every edge incident on (vi, li)
must belong to the same group q′. Therefore |I ′q′ | = k and∑

q

|I ′q| > k + 2(p− 1) > k + p .

We can conclude that for each partition, the probability of having all the edges is at most
(aBd)p

Bk+p
= (ad)p

Bk
. The probability that (v1, l1), . . . , (vk, lk) form a clique is bounded by

k∑
p=2

p(
k
2)

(ad)p

Bk
6 kk

2
(ad
B

)k
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Therefore, the expected number of non-canonical k-cliques is bounded by n(kd)k−1Bk ·
kk

2
(adB )k 6 nR, where R is a constant depending only on k. With probability at least 3/4, the

number of non-canonical k-cliques is at most 4nR. Let B > 4R
ε . Then these cliques can be hit

by at most εnB = εN vertices.

C.3 Soundness

The soundness is very similar to the argument used for cycle transversal (Lemma 4.3).

Lemma C.4. If every subset of VH of measure at least ε contains a hyperedge in the induced subgraph,
with probability at least 3/4, every subset of VG with measure 2ε contains a canonical k-clique.

Proof. For each vertex v ∈ VH , let cloud(v) := v×[B] be the set of vertices in VG that corresponds
to v. Fix one hyperedge e = (v1, . . . , vk). We want to ensure that if a subset of vertices I
has at least ε fraction from each cloud(vi), then I will contain a canonical clique. Fix A1 ⊆
cloud(v1), . . . , Ak ⊆ cloud(vk) be such that for each i, |Ai| > εB. There are at most 2kB ways to
choose such A’s. The probability that one canonical clique associated with e is not contained in
(v1, A1)× . . .×(vk, Ak) is at most 1−εk. The probability that none of canonical clique associated
with e is contained in (v1, A1)× . . .× (vk, Ak) is (1− εk)aB 6 exp(−aBεk).

By union bound over all A1, . . . , Ak, the probability of the bad event is at most exp(kB −
aBδk) = exp(−B) 6 1

4|EH | by taking a large enough constant depending on k and ε, and
L = Ω(log |EH |). Therefore, with probability at least 3/4, the desired property holds for all
hyperedges.

Let I be a subset of VG of measure at least 2ε. By an averaging argument, at least ε fraction
of good vertices v ∈ VH satisfy that cloud(vi) ∩ I > ε. By the soundness property of H , there is a
hyperedge contained in the subgraph induced by the good vertices.

D k-Cycle Packing and k-Clique Packing

We now turn to the problem of packing vertex-disjoint cliques of size exactly k, and packing
vertex-disjoint cycles of length at most k in an undirected graph. The starting point for our
reductions will be the independent set problem on bounded-degree graphs, so we begin with
a discussion of the best known hardness results for this problem.

D.1 Hardness of MIS-k

A degree-k graph is a graph with maximum degree at most k. The MIS-k denotes the maxi-
mum independent set problem restricted to degree-k graphs. We begin by stating the known
hardness results for MIS-k. We state both NP- and UG-hardness results below since the UG-
hardness result is slightly stronger (by a factor of log2 k) and has other useful properties that
are exploited in some our reductions.

Theorem D.1 ([10]). For every sufficiently large k, given an instance of MIS-k it is NP-hard to distin-
guish the following cases.
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• Completeness: There is an independent set of measure Ω(1/ log k).

• Soundness: Every independent set has measure at most O(log3 k/k).

As a result, it is NP-hard to approximate MIS-k within a factor of Ω( k
log4 k

).

An important property that we exploit in the UG-hardness result is density in the soundness
case. In Theorem 1.2, we also used the density argument implied by the NP-hardness of [19].
However, here we need a stronger density such that the graph almost looks like a random
graph in the soundness case, and such a strong density is known only assuming the UGC.
Following the notation of [4], call a graph G (β, α)-dense if for every S ⊆ VG with measure at
least β, the total fraction of edges inside S is at least α (α might be a function of β).

Theorem D.2 ([4]). For every sufficiently large k, given a degree-k graph, it is Unique Games-hard
(under randomized reductions) to distinguish the following cases.

• Completeness: There is an independent set of measure Ω(1/ log k).

• Soundness: The graph is (β, α(β))-dense for β > β0 := Θ(log k/k) and α(β) = Ω(β2).

As a result, it is UG-hard (under randomized reductions) to approximate MIS-k within a factor of
Ω( k

log2 k
).

Because this is slightly stronger than the statement stated in [4] (they do not prove the
density property in the final low-degree graph), we prove how their result implies this stronger
statement.

Proof. Let ρ := Θ(− 1
log k ), ε := Γρ(β0)/2, where Γρ is defined by

Γρ(µ) = Pr[X 6 Φ−1(µ) ∧ Y 6 Φ−1(µ)]

where X are jointly normal variables with mean 0 and covariance matrix
( 1 ρ
ρ 1

)
. After the

reduction from Unique Games and removing weights (Section 3 and Step 1 of Section 4 of [4]),
we have a graph G1 (regular unweighted graph with large degree) such that

• In the completeness case, it has an independent set of measure Ω(1/ log k).

• In the soundness case, G1 is (β, α(β))-dense for β > β0 and α(β) = Ω(β2).

To make the soundness property holds for every β > β0, we used the fact that the reduction
from Unique Games in [4] shows that G1 is (β,Γρ(β)− ε)-dense in the soundness case (so that
Γρ(β)−ε > Γρ(β)/2), and that Γρ(β) = Θ(β2) for β > β0 and the choice ρ = Θ(− 1

log k ) we made.

Fix β > β0 and a set S of measure β. Their sparsification step picks kn/4 edges of G1 at
random. Since there are at least α := α(β) fraction of edges in the subgraph induced by S,
the expected number of picked edges in this subgraph is at least αkn

4 . By Chernoff bound, the
probability that it is less than αkn

8 is at most exp(−αkn
32 ). By union bound over all sets of measure
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exactly β (there are at most
(
n
nβ

)
6 exp(2β log(1/β)n) of them), and over all possible values of

β (there are at most n possible sizes), the desired property fails with probability at most

n · max
β∈[β0,1]

{
exp(−αkn/32) · exp(2β log(1/β)n)

}
6 n · e−n

since k > Ω(β log(1/β)
α ) holds for our choice of k = Ω( log(1/β0)

β0
). Note that the degree here is

increased from the degree in the original paper by a (absolute) constant factor. In the last step
where we throw all the edges incident on vertices of degree more than k (average degree is k/2),
the density property still holds since with constant probability, the fraction of edges thrown out
is very small compared to Ω(β2

0).

D.2 k-Clique Packing

We prove hardness of k-Clique Packing by a reduction from MIS-k. Given a degree-k graph
G = (VG, EG), our basic reduction is to produce a line graph L(G) = (VL(G), EL(G)) such that
VL(G) = EG and there is an edge between e, f ∈ VL(G) if and only if they share an endpoint (as
edges of G). The following lemma gives a simple reduction from MIS-k to k-Clique Packing.
Together with Theorem D.1 and D.2, it proves Theorem 1.4.

Lemma D.3. For k > 4, there is a reduction from MIS-k to k-Clique Packing such that an instance of
MIS-k has an independent set of cardinality p if and only if the reduced instance of k-Clique Packing
has p disjoint k-cliques.

Proof. Given an instance G of MIS-k, produce its line graph L := L(G). For each vertex v ∈ VG
such that deg(v) < k, we add k − deg(v) vertices to VL, make them connected one another, and
also to the edges (of G) incident on v. Each added vertex has degree exactly k − 1. Now each
v ∈ VG has exactly k vertices of L which are either edges (of G) incident on v or newly added
by v, and they form a k-clique in L. Let star(v) denote these k vertices. If e ∈ VL is an original
edge of G, it belongs to two stars. Otherwise, it belongs to only one star.

Therefore, star(v) and star(u) intersect if and only if (u, v) ∈ EG. Suppose there exists k-
clique in L. If it contains a newly added vertex, then the clique has to be star(v) for some
v ∈ V , since the newly added vertex has neighbors in only one star. Otherwise, all of k vertices
correspond to original edges. We use a basic fact that when if G is simple and k > 4, the only
way that k edges of G form a clique in L(G) is that they all share the same endpoint. In any
case, any k-clique of L is star(v) for some v ∈ V .

From the above facts, it is clear that G has an independent set I of cardinality p if and only
if P = {star(v) | v ∈ I} is a set of p disjoint k-cliques in L.

D.3 k-Cycle Packing

In this subsection, we show hardness of k-Cycle Packing by a reduction from MIS-k, towards
the goal of proving Theorem 1.5. However, the reduction is not as simple as the one we used
for k-Clique Packing. A line graph has a nice property that it does not have a big clique except
those formed by the edges incident on the same vertex, even though the original graph has
a big clique. This nice property is not preserved when we consider cycles; when (v1, . . . , vk)
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forms a cycle in G, ((v1, v2), . . . , (vk, v1)) forms a cycle in L(G) as well. To circumvent these
issues, large girth is a natural requirement to impose on the hard instances of MIS-k.

Definition D.4. MIS-k-l is the problem of finding the maximum independent set on degree-k graphs
that have girth strictly greater than l.

If MIS-k-k is also hard to approximate, it is easy to show hardness of k-Cycle Packing, as
shown in Lemma D.5 below. In Section D.4 (resp. Section D.5), we will prove an NP-hardness
(resp. UG-hardness) result for MIS-k-k, which together with the below lemma will yield Theo-
rem 1.5.

Lemma D.5. There is a polynomial time approximation-ratio preserving reduction from MIS-k-k to
k-Cycle Packing.

Proof. Given a degree-k graph G with girth strictly greater than k, we construct a variant of the
line graph L′ := L′(G) = (VL′ , EL′) where

• VL′ = EG.

• For each vertex v ∈ V (G), order the edges e1, . . . , ek
′

incident on it arbitrarily (k′ 6 k),
and add k′ edges ((e1, e2)), . . . , (ek

′
, e1)) to L′. Call this cycle canonical cycle, and let v be

pivot for all these edges.

• The above construction does not work properly for vertices with degree 0, 1, or 2, if we
want L′ to be a simple graph. For these vertices,

– deg(v) = 0: Add a isolated triangle to L′.

– deg(v) = 1 with incident edge e: Add a new vertex f, g to VL′ and add a triangle
between e, f, g.

– deg(v) = 2 with incident edge e, f : Add a new vertex g to VL′ and add a triangle
between e, f, g.

– We also call each triangle canonical cycle and let v be the pivot for these edges.

We argue that there is no non-canonical cycle inL′ of length at most k. Suppose that (e1, . . . , ek
′
)

forms a simple cycle of L′. For each i ∈ [k′], let vi be the unique pivot (shared endpoint) of
(ei, e(i+1)). Also, if ei and ej share an endpoint v, the edge (ei, ej) has to have pivot v, or does
not exist. There are three cases to consider.

• v1 = · · · = vk
′
: Since the set of edges with pivot v form a simple cycle of length max(3, deg(v)),

it means that e1, . . . , ek
′

are all the edges incident on v (plus newly created edges if
deg(v) < 3), and (e1, . . . , ek

′
) is a canonical cycle.

•
∣∣∣{v1, . . . , vk

′}
∣∣∣ = 2: Let u,w be the two pivots. There are at least two i’s such that vi 6=

v(i+1). For those i’s, e(i+1) used both vi and v(i+1) as pivots, so it is the unique edge (u,w).
This contradicts the assumption that (e1, . . . , ek

′
) is simple.

•
∣∣∣{v1, . . . , vk

′}
∣∣∣ > 3: Compress the sequence (v1, . . . , vk

′
) so that

26



– While ∃i such that vi = v(i+1) (here, (i+1) ≡ i+1 mod (current length of sequence)),
∗ Delete v(i+1) from the sequence (so that the length is decreased by 1).

– After compression,
∗ The length of sequence is at least 3, and at most k′.
∗ There is an edge between vi and v(i+1).
∗ Since the original cycle (e1, . . . , ek

′
) is simple, none of edge (vi, v(i+1)) is used

more than once.
– Therefore, we have a closed walk in G of length k′. As the girth of G is greater than
k, we must have k′ > k.

Therefore, all cycles of length at most k are canonical cycles. If G has an independent set I , L′

has a k-cycle packing P of the same size by simply taking all the canonical cycles whose pivot
is in I . Conversely, if L′ has a k-cycle packing P , all cycles has to be canonical, and we can
simply take their pivots as an independent set.

D.4 NP-hardness of independent set on bounded-degree high-girth graphs

Finally, we prove that MIS-k-k is also hard to approximate. Given a k-regular graph with
possibly small girth, we replace each vertex by a cloud of B vertices, and replace each edge
by a a copies of random matching between the two clouds. While maintaining the soundness
guarantee, we show that there are only a few small cycles, and by deleting a vertex from each
of them we obtain a hard instance for MIS-k-k. The below lemma, together with Lemma D.5,
proves the first half (NP-hardness) of Theorem 1.5.

Lemma D.6. It is NP-hard to approximate MIS-k-k within a factor of Ω(
√
k

log3 k
).

Proof. Given an instance G0 = (VG0 , EG0) of MIS-d, we construct G = (VG, EG) and G′ =
(VG′ , EG′) by the following procedure:

• VG = VG0 × [B]. As usual, let cloud(v) = {v} × [B].

• For each edge (u, v) ∈ EG0 , for a times, add a random matching as follows.

– Take a random permutation π : [B]→ [B].
– Add an edge ((u, i), (v, π(i)) for all i ∈ [B].

• Call the resulting graph G. To get the final graph G′,

– For any cycle of length at most ad, delete an arbitrary vertex from the cycle. Repeat
until there is no cycle of length at most ad.

Let n = |VG0 |,m = |EG0 |, N = nB = |VG| > |VG′ |,M = m · aB = |EG| > |EG′ |. The maximum
degree of G and G′ is at most ad. By construction, girth of G′ is at least ad+ 1.

Girth Control. We calculate the expected number of small cycles in G, and argue that the num-
ber of these cycles is much smaller than the total number of vertices, so that |VG| and |VG′ | are al-
most the same. Let k′ be the length of a purported cycle. Choose k′ vertices (v1, l1), . . . , (vk

′
, lk
′
)

which satisfy
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• v1 ∈ VG0 can be any vertex.

• For each 1 6 i < k′, (vi, vi+1) ∈ EG0 .

• l1, . . . , lk ∈ B can be arbitrary labels.

There are n possible choices for v1, B choices for each li, and d choices for each vi (i > 1). The
number of possibilities to choose such (v1, l1), . . . , (vk

′
, lk
′
) is bounded by ndk

′−1Bk′ . Without
loss of generality, assume that no vertices appear more than once.

For each edge e = (u,w) ∈ G0, consider the purported cycle induced by cloud(u)∪cloud(w).
It is a bipartite graph with the maximum degree 2. Suppose there are q purported edges
e1, . . . , eq (ordered arbitrarily). By slightly abusing notation, let ei also denote the event that
ei exists in G. For each ei, we upper bound Pr[ei|e1, . . . , ei−1].

Claim D.7. Pr[ei|e1, . . . , ei−1] 6 a
B−i .

Proof. There are a random matchings between cloud(u) and cloud(w), and for each j < i, there
is at least one random matching including ej . We fix one random matching and calculate the
probability that the random matching contains ei, conditioned on the fact that it already con-
tains some of e1, . . . , ei−1.

If there is ej (j < i) that shares a vertex with ei, ei cannot be covered by the same random
matching with ej . If a random matching covers p of e1, . . . , ei−1 which are disjoint from ei, the
probability that ei is covered by that random matching is 1

B−p , and this is maximized when
p = i− 1.

By a union bound over the a random matchings, Pr[ei|e1, . . . , ei−1] 6 a
B−i .

The probability that all of e1, . . . , eq exist is at most

q∏
i=1

a

B − i
6

(
a

B − q

)q
6

(
a

B − k′

)q
.

Since edges of G0 are processed independently, the probability of success for one fixed pur-
ported cycle is ( a

B−k′ )
k′ . The expected number of cycles of length k′ is

ndk
′−1Bk′ ·

( a

B − k′
)k′

= ndk
′−1ak

′
(

1 +
k′

B − k′

)k′
6 ndk

′−1ak
′
exp
( k′2

B − k′
)
6 en(ad)k

′

by taking B − k′ > k′2. Summing over k′ = 1, . . . , ad, the expected number of cycles of length
up to ad, is bounded by en(ad)ad+1 if B > (ad)2 + ad. Take B > 4d2 · e(ad)ad+1. Then with
probability at least 3/4, the number of cycles of length at most ad is at most Bn

d2
. By taking 1/d2

fraction of vertices away (one for each short cycle), we have a girth at least ad+1, which implies(
1− 1

d2

)
|VG| 6 |VG′ | 6 |VG| .

Completeness. Let I0 be an independent set of G0 of measure c. Then I = I0 × [B] is also an
independent set of G of measure c. Let I ′ = I ∩ VG′ . I ′ is independent in both G and G′, and
the measure of I ′ in G is at least c− 1/d2, implying that the measure in G′ is even bigger.
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Soundness. Suppose that every subset of VG0 of measure at least s contains an edge. Fix a
subset S of VG′ with measure s+ε

1−1/d2
. It has measure at least s + ε in G. By an averaging

argument, at least a fraction s of the vertices of G0 satisfy |cloud(v) ∩ S| > εB; let’s call these
vertices good. We know that there exists an (u,w) ∈ EG0 both of whose endpoints are good.

Claim D.8. For an appropriate choice of parameters a andB, with probability at least 3/4 the following
holds: For every (u,w) ∈ EG0 , X ⊆ cloud(u), Y ⊆ cloud(w) such that |X| = |Y | = εB, there is an
edge (of EG) between X and Y .

Proof. Fix (u,w) first. The possibilities of choosing X and Y is(
B

εB

)2

6 exp(O(ε log(1/ε)B)) .

The probability that one random matching does not have any edge betweenX and Y is at most
(1−ε)εL 6 exp(−ε2L), as all εL vertices inX should avoid the Y , and the conditional probability
is at most (1−ε), since it decreases as we condition more. By considering a independent random
matchings and taking a union bound over all possibilities of choosing X and Y , the probability
that the claim fails for (u,w) is at most

exp(ε log(1/ε)B) · exp(−aε2B) 6
1

4m

by taking a = Ω
(

log(1/ε)
ε

)
and B = Ω

(
logm
ε

)
. With a final union bound over all m edges of E0,

the claim follows.

Combining Results and Parameters. From the result of [10], given a d-regular graph, it is
NP-hard to distinguish

• Completeness: There is an independent set of measure c = Ω( 1
log d).

• Soundness: Every independent set has measure at most s = O( log3 d
d ).

Take ε = s, which implies that

a = O

(
log(1/ε)

ε

)
= O

(
d

log2 d

)
.

Therefore, the degree of G′ is bounded by ad = O
(

d2

log2 d

)
. By the above analysis, with proba-

bility at least half,

• Completeness: There is an independent set of measure c− 1
d2

= Ω
(

1
log d

)
.

• Soundness: Every independent set of measure s+ε
1−1/d2

= O(s) = O
(

log3 d
d

)
.

Let k := ad = O
(

d2

log2 d

)
be the maximum degree. Given a graph with maximum degree at most

k and girth greater than k, we conclude that it is NP-hard to approximate MIS within a factor
of Ω

(
d

log4 d

)
= Ω

( √
k

log3 k

)
.
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D.5 Unique-Games hardness of MIS-k on high-girth graphs

We now turn to the result yielding a near-optimal inaproximability factor for MIS-k-k, relying
on the UGC. Together with Lemma D.5, this proves the second half (UG-hardness) of Theo-
rem 1.5.

Lemma D.9. It is Unique Games-hard (under randomized reductions) to approximate MIS-k-k within
a factor of Ω

(
k

log4 k

)
.

Proof. By Theorem D.2, we know that given a degree-d graph G0, it is UG-hard to distinguish
whether there is an independent set of measure Ω(1/ log d) or G0 is (β,Ω(β2))-dense for any
β > β0 := Θ(log d/d).

Our reduction is identical to Lemma D.6, which showed NP-hardness of the same problem.
We replace each vertex by B copies, and each edge by a random matchings to obtain a graph
G, where a and B are parameters to be determined later. Finally, we remove cycles of length at
most ad by simply getting rid of one vertex for each such cycle, to obtain G′.

In Lemma D.6, a was almost d and the degree was blown up almost quadratically, which
resulted in a worse inapproximability factor. Our strategy is to show that the final hard instance
graph with large girth is again dense, so we can sparsify again to produce a low-degree graph
with similar completeness and soundness. That is why we only obtained UG-hardness because
the NP-hardness result does not give such a strong density of the graph G0 that we start the
reduction with.

Soundness. The only part where the analysis differs from that of Lemma D.6 is the soundness.
We prove the following stronger version of Claim D.8. Say a bipartite graph is a (β, α)-dense if
we take β fraction of vertices from each side, at least α fraction of edges lie within the induced
subgraph.

Claim D.10. For certain choices of a and B, the following holds with probability at least 3/4: For every
(u,w) ∈ EG0 , the bipartite graph between cloud(u) and cloud(w) is (ε, ε2/8)-dense for all ε > β0.

Proof. Fix (u,w), and ε ∈ [β0, 1], and X ⊆ cloud(u) and Y ⊆ cloud(w) be such that |X| = |Y | =
εB. The possibilities of choosing X and Y is(

B

εB

)2

6 exp(O(ε log(1/ε)B))

Without loss of generality, let X = Y = [εB]. In one random matching, let Xi (i ∈ [εB])
be the random variable indicating whether vertex (u, i) ∈ X is matched with a vertex in Y or
not. Pr[X1 = 1] = ε, and Pr[Xi = 1|X1, . . . , Xi−1] > ε/2 for i ∈ [εB/2] and any X1, . . . , Xi−1.
Therefore, the expected number of edges between X and Y is at least ε2B/4. With a random
matchings, the expected number is at least aε2B/4. By Chernoff bound, the probability that it
is less than aε2B/8 is at most exp(aε

2B
32 ). By union bound over all possibilities of choosing X

and Y , the probability that the bipartite graph is not (ε, ε2/8)-dense is

exp(ε log(1/ε)B) · exp
(
−aε

2B

32

)
6

1

4mB
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by taking a = Ω( log(1/β0)
β0

) and B = Ω
( log(mB)

β0

)
. Note that a is increased by a (universal)

constant factor compared to Lemma D.6. A union bound over all possible choices of ε (B
possibilities) and m edges of E0 implies the claim.

Claim D.11. With the parameters a and B decided above, G is (4β0 log(1/β0),Ω(β2
0))-dense.

Proof. Fix a subset S of measure 4β0 log(1/β0). For a vertex v of G0, let µ(v) := |cloud(v)∩S|
B . Note

that Ev[µ(v)] = 4β0 log(1/β0). Partition VG0 into t + 1 buckets B0, . . . , Bt (t := dlog2(1/β0)e),
such that B0 contains v such that µ(v) 6 β0, and Bi contains v such that µ(v) ∈ (2i−1β0, 2

iβ0].
Denote

µ(Bi) :=

∑
v∈Bi µ(v)

|VG0 |
.

Clearly µ(B0) 6 β0. Pick i ∈ {1, . . . , t} with the largest µ(Bi). We have µ(Bi) > 2β0. Let γ =
2i−1β0. All vertices of Bi has µ(v) ∈ [γ, 2γ], so |Bi| > (β0/γ)|VG0 |. Since G0 is (β,Ω(β2))-dense
for any β > β0, at least Ω((β0/γ)2) fraction of edges lie in the subgraph induced by Bi (since
β0/γ > β0). For each of these edges, by Claim D.10, at least γ2/8 fraction of the edges from the
bipartite graph connecting the clouds of its two endpoints, lie in the subgraph induced by S
(since γ > β0). Overall, we conclude that there are at least a fraction Ω((β0/γ)2) · γ2/8 = Ω(β2

0)
of edges inside the subgraph induced by S.

Final Result. Once the parameter a is fixed, girth control and completeness work exactly in
the same way as Lemma D.6. As a result, G′ is obtained from G by deleting at most 1/d2

fraction of vertices, and it has no cycle of length at most ad (which is actually much better than
we need as the final degree will be much less than that). In the completeness case, G′ has an
indepenent set of size O(1/ log d) and in the soundness case, G′ is (4β0 log(1/β0)

1−1/d2
,Ω(β2

0))-dense, or
(5β0 log(1/β0),Ω(β2

0))-dense.

Using density of G′, we sparsify G′ again by taking kn edges. Following the analysis of [4]
again, maximum degree k = Θ( log2(1/β0)

β0
) is enough to preserve the completeness and sound-

ness parameters by a constant factor. Sparsifying does not decrease girth, so we can conclude
that it is UG-hard to approximate MIS in degree-k graphs with girth more than k within a factor
of Ω

(
1/ log d

β0 log(1/β0)

)
= Ω

(
k

log4 k

)
.

E Simple Unique Games Hardness

In this section, we give a simpler proof of Svensson’s structured UG-hardness result for FVS [36],
using the powerful tool of Mossel’s invariance principle [33].

Theorem E.1. Fix an integer k > 3 and ε ∈ (0, 1). Given a directed graph G = (VG, EG), it is Unique
Games-hard to distinguish the following cases.

• Completeness: The vertex is partitioned into V0, . . . , Vk such that µ(Vi) > 1−ε
k and each edge not

incident on V0 goes from Vi to V(i+1) for some i ∈ [k].

• Soundness: Any subset of measure ε contains a k-cycle.
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As a result, it is UG-hard (under randomized reductions) to approximate FVS within a factor of k, for
any constant k.

The idea of using the invariance principle to prove a structured hardness of Ek-HVC was
first used in the elegant paper of Bansal and Khot [6]. Our main idea for this result is to use
a more restricted distribution for the dictatorship test than the one used in [6] to ensure more
structures in the completeness case. At the same time we also ensure that the distribution
satisfies certain properties so that the same soundness analysis can be applied.

E.1 Dictatorship Test

We propose a simple dictatorship test for FVS, which is used to prove that it is UG-hard to
approximate FVS within any constant factor. Given positive integers k and R and ε > 0, our
dictatorship test is a vertex-weighted graph G = (VG, EG) where VG = ([k] ∪ {0})R and edges
in EG are carefully chosen to prove the following properties.

• Completeness: For each 1 6 j 6 R, depending only on the jth coordinate, VG can be parti-
tioned to k + 1 parts V0, . . . , Vk such that µ(V0) = ε, µ(V1) = · · · = µ(Vk) = 1−ε

k , where
the induced subgraph on V1 ∪ · · · ∪ Vk has each edge going from Vi to V(i+1) for some
1 6 i 6 k. It is easy to see that V0 ∪ Vi for any 1 6 i 6 k gives a feedback vertex set with
measure ε+ 1−ε

k .

• Soundness: Any subset of measure at least ε that does not reveal any influential coordinate
must contain a k-cycle.

Before defining G, we first define a k-uniform hypergraph H = (VH , EH) with VH = VG =
[k]R. The graph G is then simply obtained by replacing a hyperedge (x1, . . . , xk) by k edges
(x1, x2), . . . , (xk, x1). Unlike the rest of the paper, we have to make these k edges in a speci-
fied order. The hypergraph H is vertex-weighted and edge-weighted. Both weights sum to 1
and induce probability distributions, where the weight of vertex x is the sum of the weight
of the edges containing x divided by k. The hyperedges of H are described by the following
procedure to sample k vertices (x1, . . . , xk) from [k]R.

• For each coordinate 1 6 j 6 R, sample (x1)j , . . . , (x
k)j as follows, independently of the

other coordinates.

– Sample a ∈ [k] uniformly at random.

– Set (x1)j = a, (x2)j = (a+ 1), . . . , (xk)j = (a+ k − 1).

– For each (xi)j , set (xi)j = 0 with probability ε independently.

This defines the hypergraph EH . In the above distribution to sample (x1, . . . , xk), the
marginal on each xi is the same: Pr[xi = (a1, . . . , aR)] =

∏R
j=1 µ(aj), where µ : [k] ∪ {0} → R is

defined by µ(0) = ε and µ(i) = 1−ε
k for i ∈ [k]. Let the weight of (x1, . . . , xR) be this quantity.

The sum of the vertex weights is also 1.

With nonzero probability a randomly sampled hyperedge (x1, . . . , xk) might have xi =
xj for some i 6= j. We call such hyperedges defective since they do not make H k-uniform.
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However, xi = xj means xi = xj = (0, 0, . . . , 0), so the probability that it happens is at most ε2R

and the sum of the weights of the defective hyperedges is at most k2ε2R.

Finally, we define G. The vertex set VG = VH with the same vertex weights, and for each
non-defective hyperedge (x1, . . . , xk) ∈ EH , we add k edges (x1, x2), . . . , (xk, x1) to EG. The
analysis dealing with edge weights will be done in H , so we do not add edge weights to the
edges of G.

E.2 Analysis of Dictatorship Test

Completeness Fix a coordinate 1 6 j 6 R. For all 0 6 i 6 k, let Vi = {(x1, . . . , xR) ∈ VG : xj = i}.
µ(V0) = ε, µ(Vi) = 1−ε

k by definition. The distribution on (x1, . . . , xk) satisfies that for any
1 6 i 6 k, (x(i+1))j = ((xi)j + 1) or at least one of (xi)j , (x

(i+1))j is 0. This proves that if we
delete V0 and the edges incident on it, all the remaining edges will go from Vi to V(i+1).

Soundness We introduce some definitions and properties of correlated spaces and Fourier
analysis of functions defined on (product of) these spaces. See Mossel [33] for details.

Let Ω := [k] ∪ {0} and µ : Ω → R such that µ(0) = ε and µ(i) = 1−ε
k as defined previously.

Let (Ωk, µ′) be the probability space defined by the distribution of (x1)j , . . . , (x
k)j for some j

from our hyperedge sampling. Note that the marginal distribution of each copy of Ω is µ.

Given two probability spaces (Ω1 × Ω2, ν), we define the correlation

ρ(Ω1,Ω2; ν) = sup
{
Cov[f, g] : f ∈ RΩ1 , g ∈ RΩ2 ,Var[f ] = Var[g] = 1

}
.

With more than two spaces, the correlation (Ω1 × · · · × Ωk, ν) is defined by

ρ(Ω1, . . . ,Ωk; ν) = max
16i6k

ρ(
i−1∏
j=1

Ωj ×
k∏

j=i+1

Ωj ,Ωi; ν).

Going back to our distribution (Ωk, µ), note that (0, 0, . . . , 0) has probability α := εk, and this is
indeed the smallest nonzero probability assuming ε < 1

k+1 . Furthermore, every (x1, . . . ., xR) ∈
Ωk with nonzero probability is connected to (0, 0, . . . , 0) in a sense that (x1, x2, . . . , xR), (0, x2, x3, . . . , xR),
(0, 0, x3, . . . , xR), . . . , (0, 0, 0, . . . , xR), (0, 0, 0, . . . , 0) is a sequence of elements with nonzero
probability where each consecutive elements differ by at most 1 coordinate. In this case, Lemma
2.9 of [33] ensures that ρ(Ωk;µ) 6 1− α2/2 < 1.

Let χ0, . . . , χk ∈ RΩ be orthonormal random variables satisfying that χ0 ≡ 1. Given f :
ΩR → [0, 1], its multilinear decomposition is

f(x1, . . . , xR) =
∑
α∈ΩR

f̂(α)

R∏
j=1

χα(j)(xj).

Let Supp(α) be the number of nonzero coordinates of α. The d-degree influence of the jth
coordinate of f is defined by

Inf6dj (f) =
∑

α∈ΩR:αj 6=0,Supp(α)6d

f̂(α)2.
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It is well-know that
∑R

j=1 Inf
6d
j (f) 6 d for [0, 1]-valued f .

We establish the soundness property using the invariance principle. Let A be the subset
of VG of measure at least ε, and f its indicator function. The following is the statement of the
invariance principle tailored to our setting.

Theorem E.2. [33] For any k > 3, 0 < ε < 1
k+1 (so that ρ < 1 is fixed), µ > 0, there exist δ >

0, τ > 0 and integer d independent of R such that for any indicator function f satisfying E[f ] > µ and
Inf6dj (f) 6 τ for all j, we have

Pr
x1,...,xk

[x1, . . . , xk ∈ A] = E
x1,...,xk

[

k∏
i=1

f(xi)] > δ

We can conclude that as long as δ is greater than the sum of the weights of the defective
hyperedges, which is at most k2ε2R, such A contains a non-defective hyperedge (x1, . . . , xk) of
H and the corresponding k-cycle of G.

E.3 Reduction from the Unique Games

We introduce the Unique Games Conjecture and its equivalent variant.

Definition E.3. An instance L(B(VB ∪WB, EB), [R], {π(v, w)}(v,w)∈EB ) of Unique Games consists
of a regular bipartite graph B(VB ∪ WB, EB) and a set [R] of labels. For each edge (v, w) ∈ EB
there is a constraint specified by a permutation π(v, w) : [R] → [R]. The goal is to find a labeling
l : VB ∪ WB → [R] of the vertices such that as many edges as possible are satisfied, where an edge
e = (v, w) is said to be satisfied if l(v) = π(v, w)(l(w)).

Definition E.4. Given a Unique Games instance L(B(VB ∪ WB, EB), [R], {π(v, w)}(v,w)∈EB ), let
Opt(L) denote the maximum fraction of simultaneously satisfied edges of L by any labeling, i.e.

Opt(L) :=
1

|E|
max

l:VB∪WB→[R]
| {e ∈ E : l satisfies e} |

Conjecture E.5 ([27]). For any constants η > 0, there is R = R(η) such that, for a Unique Games
instance L with label set [R], it is NP-hard to distinguish between

• opt(L) > 1− η.

• opt(L) 6 η.

To show the optimal hardness result for Min-Vertex-Cover, Khot and Regev [29] introduced
the following stronger conjecture, and proved that it is in fact equivalent to the original Unique
Games Conjecture.

Conjecture E.6 ([29]). For any constants η > 0, there is R = R(η) such that, for a Unique Games
instance L with label set [R], it is NP-hard to distinguish between

• There is a set W ′ ⊆ WB such that |W ′| > (1 − η)|WB| and a labeling l : VB ∪WB → [R] that
satisfies every edge (v, w) for v ∈ V ′ and w ∈WB .
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• opt(L) 6 η.

We use the following reduction from the Unique Games. Given an instance L to the Unique
Games, we assign to each vertex w ∈W the hypercube ΩR

w . VG = VH := ∪w∈WB
ΩR. The weight

of each vertex (w, x) is the weight of x in ΩR divided by W , so that the sum of the weights is
again 1.

For a permutation σ : [R]→ [R], let x ◦ σ := (xσ(1), . . . , xσ(R)). The weighted hyperedges of
H is again defined by the procedure to sample k vertices (w1, x1), . . . , (wk, xk).

• Sample v ∈ VB uniformly at random.

• Sample k vertices w1, . . . , wk ∈WB i.i.d. from neighbors of v.

• Sample x1, . . . , xk ∈ ΩR from the dictatorship distribution.

• Return the hyperedge ((w1, x1 ◦ σ(v, w1)), . . . , (wk, xk ◦ σ(v, wk))).

For each hyperedge ((w1, x1), . . . , (wk, xk)), we add k edges ((w1, x1), (w2, x2)), . . . , ((wk, xk), (w1, x1))
to G.

Completeness Suppose there exist a labeling l and a subsetW ′ ⊆WB with |W ′| > (1−η)|WB|
such that l satisfy every edge incident on W ′. For 1 6 i 6 k, let

Vi := ∪w∈W ′
{

(w, x) : xl(w) = i
}

and V0 := VG\(∪ki=1Vi). LetG′ be the induced subgraph on VG\V0. For any edge ((w1, x1), (w2, x2)) ∈
EG′ , we know w1, w2 ∈ W ′ and they share a neighbor v ∈ VB . By the property of our dicta-
torship test, for each 1 6 j 6 R, a := (x1)σ(v,w1)−1(j) and b := (x2)σ(v,w2)−1(j) satisfy that
either one of them is zero or b = (a + 1). Therefore, if (w1, x1), (w2, x2) /∈ V0, which implies
(x1)σ(v,w1)−1(l(v)) = (x1)l(w1), (x

2)σ(v,w2)−1(l(v)) = (x2)l(w2) are nonzero, we can conlude that
(w1, x1) ∈ Vi and (w2, x2) ∈ V(i+1) for some 1 6 i 6 k.

Soundness The soundness anlaysis is standard and closely follows [6]. Suppose A ⊆ VH of
measure at least β such that it does not contain any non-defective hyperedge. Let Aw = ΩR

w ∩A
be the vertices of A that lie in ΩR

w for w ∈WB . Let fw : ΩR → {0, 1} be the indicator function of
Aw. Define

fv(x) = E
w∈N(v)

[fw(x ◦ σ(v, w))]

where N(v) is the set of neighbors of v ∈ VB . Since B is regular, Ev,x[fv(x)] > β. By averaging
argument, at least β/2 fraction of vertices in VB satisfy Ex[fv(x)] > β/2. Call such vertices good.

Since A is independent set, for any v ∈ V and its k neighbors w1, . . . , wk, we have

E
x1,...,xk

[

k∏
i=1

fwi(x
i ◦ σ(v, wi))] 6 k2ε2R.

35



Averaging over all k-tuples w1, . . . , wk of neighbors of v, we have

E
x1,...,xk

[

k∏
i=1

fv(x
i)] = E

x1,...,xk
E

w1,...,wk∈N(v)
[

k∏
i=1

fwi(x
i ◦ σ(v, wi))] 6 k2ε2R.

Applying Theorem E.2 (take R large enough to make sure that k2ε2R � δ), there exist τ and d
such that fv has a coordinate j with Inf6dj > τ . Set l(v) = j. Since

Inf6dj (fv) =
∑

αj 6=0,|α|6d

f̂v(α)2 =
∑

αj 6=0,|α|6d

(E
w

[f̂w(σ(v, w)−1(α))]2)

6
∑

αj 6=0,|α|6d

E
w

[f̂w(σ(v, w)−1(α))2] = E
w

[Inf6d
σ(v,w)−1(j)

(fw)],

at least τ/2 fraction of v’s neighbors satisfy Inf6d
σ(v,w)−1(j)

> τ/2. There are at most 2d/τ co-
ordinates with degree-d influence at most τ/2, and l(w) is chosen uniformly among those co-
ordinates (if there is none, set it arbitrarily). The above probabilistic strategy satisfies at least
(β/2)(τ/2)(τ/2d) fraction of all edges, completing the proof of soundness.
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