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#### Abstract

The relationships between various meta-complexity problems are not well understood in the worst-case regime, including whether the search version is harder than the decision version, whether the hardness scales with the "threshold", and how the hardness of different metacomplexity problems relate to one another, and to the task of function inversion.

In this note, we present resolutions to some of these questions with respect to the black-box analog of these problems. In more detail, let $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ denote the language consisting of strings $x$ with $\mathrm{K}_{M}^{t}(x)<s(|x|)$, where $\mathrm{K}_{M}^{t}(x)$ denotes the $t$-bounded Kolmogorov complexity of $x$ with $M$ as the underlying (Universal) Turing machine, and let search- $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ denote the search version of the same problem.

We show that if there for every Universal Turing machine U there exists a $2^{\alpha n} \operatorname{poly}(n)$ size U -oracle aided circuit deciding $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[n-O(1)]$, then for every function $s$, and every not necessarily universal Turing machine M, there exists a $2^{\alpha s(n)}$ poly $(n)$-size $M$-oracle aided circuit solving search- $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s(n)]$; this in turn yields circuits of roughly the same size for both the Minimum Circuit Size Problem (MCSP), and the function inversion problem, as they can be thought of as instantiating $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}$ with particular choices of (a non-universal) TMs $M$ (the circuit emulator for the case of MCSP, and the function evaluation in the case of function inversion).

As a corollary of independent interest, we get that the complexity of black-box function inversion is (roughly) the same as the complexity of black-box deciding $\mathrm{MK}_{\mathrm{U}}^{\mathrm{U}} \mathrm{P}[n-O(1)]$ for any universal TM U; that is, also in the worst-case regime, black-box function inversion is "equivalent" to black-box deciding $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}$.


[^0]
## 1 Introduction

We consider the worst-case complexity of solving standard Meta-complexity Programs, notably the the Time-Bounded Kolmogorov Complexity Problem [Kol68; Sol64; Cha69; Ko86; Har83; Sip83]computing the length, denoted $\mathrm{K}_{\mathrm{U}}^{t}(x)$ of shortest program (evaluated on some particular Universal Turing machine (TM) U) that generates a given string $x$, within time $t(|x|)$, where $t$ is a polynomial, and the (b) the Minimimum Circuit Size problem (MCSP) [KC00; Tra84]-finding the smallest Boolean circuit that computes a given function $x$. For both of these problem one may also consider thresholds versions, $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$ and $\operatorname{MCSP}[s]$, where $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$ (resp. MCSP $[s]$ ) is the languages of strings $x$ s.t. $\mathrm{K}_{\mathrm{U}}^{t}(x)$ (resp. the circuit size of $\left.x\right)$ is less than $s(|x|)$, as well as search versions search- $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$, where the goal is not compute/decide the complexity of a string $x$ but also to find a short description that witnesses this complexity.

The relationship between these various meta-complexity problems are not well understood. In particular:

1. Decision-to-Search: Solving the search version trivially yields a solver for the decisional (or computational) version with roughly the same complexity. Does the converse hold: Does a $T(n)$-size circuit for solving the decision version imply a, roughly, $T(n)$-size circuit solving the search version?
2. Hardness Scaling to the Threshold: Intuitively, the threshold version of the problem, for small thresholds $s(n) \ll n$ ought to be easier than the threshold $n$ version (or computational) version since there exist trivial $2^{s(n)}$ poly $(n)$ time algorithms for the threshold version (simply doing brute force search). Does this hold more generally: Does a $T(n)$-size circuit solving $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[n-O(1)]$ imply a roughly $T(s(n))$-size circuit for solving $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s(n)]$ ?
3. The "Model of Computation" and the Relationship to Function Inversion: Other meta-complexity problems, such as the MCSP problem, can be stated as an $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}$ problem with respect to a particular non-universal underlying TM $M$ (performing circuit emulation). Additionally, a solver for the search- $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}$ problem with respect to any (non-universal) TM $M$ is also equivalent to a solver for the function inversion problem (i.e., the problem of inverting any function on every input). Does a $T(n)$-size solver for $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s(n)]$ with respect to any underlying Universal TM U, imply one (of size roughly $T(n)$ ) that also works with respect non-universal TMs (and thus also for MCSP and function inversion)?

In the average-case regime, positive answers to these questions-when restricting to efficient underlying (Universal) TMs-were provided in respectively [LP20] (for question 1), [LP21] (for question 2) and [LP20; RS21] (for question 3), but they remain wide open in the worst-case regime. This is the focus of the current paper, but rather than restricting to efficient underlying TMs, we will consider arbitrary TMs (with potentially a large description or running time).

In particular, very recently non-trivial circuits for the various different meta-complexity problems were given. In [MP24], the current authors show that for any efficient Universal TM U, there exists a circuit of size $2^{4 n / 5}$ poly $(n, t(n))$ that solves the search version of the $\mathrm{K}_{\mathrm{U}}^{t}$ (and thus also search- $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}$ ). A different, independent, paper by Hirahara, Ilango and Williams [HIW23] focuses on the threshold version of the above meta-complexity problems and presents circuits of size respectively $2^{4 / 5 s(n)} \cdot \operatorname{poly}(n, t(n))$ and $2^{(4 / 5+o(1)) \cdot s(n) \log s(n)}$ for them. In both cases, the core of the technical work consist of providing a circuit implementation of the function inversion algorithm
from Fiat and Naor [FN00], and next applying this function inversion algorithm to the one-way function construction of [LP20] (or variants thereof, notably the variant of [RS21] to deal with the MCSP problem) based on the hardness of meta-complexity problems - an approach first envisioned by Ren and Santhanam [RS21]. ${ }^{1}$ As such, the worst-case complexity bounds obtained are roughly the same for (a) the search and the decisional version (as the function inverter also directly solves the search problem in [LP20]), (b) they naturally scale with the threshold $s$ of $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ (based on an extension of the function inversion attack of Fiat-Naor done in [HIW23]), and (c) are the roughly same for $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$, MCSP and function inversion (since the one-way function constructions in [LP20; RS21] are length preserving). These works thus indicate that perhaps the same phenomena that are known in the average-case setting may also hold in the worst-case setting.

In this paper, we demonstrate that this is not a coincidence. Indeed, we provide a positive answer to all the above questions also in the worst-case regiment, when restricting attention to black-box solvers and thus all the above result follow from simply obtaining circuit for black-box solving the decisional $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$ problem.

Black-box Solvers As noted in [MP24], their algorithm for $\mathrm{K}_{\mathrm{U}}^{t}$ works for any Universal TM U (as long as the algorithm gets oracle access to U ): for any (not necessarily efficient) Universal TM U, there exists a U-oracle aided circuit of size $2^{4 n / 5} \operatorname{poly}(n, t(n))$ that solves the search version of the $K_{\mathrm{U}}^{t}$. Following [MP24], we say that MK ${ }^{\mathrm{t}}[s]$ (resp search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ ) admits a $T(n)$-size black-box solver if for every universal TM U, there exists a $T(n)$ size U-oracle aided circuit for solving $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$ (resp search- $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$ ). We additionally say that these problems admit a $T(n)$ size generalized black-box solver if the same holds not only with respect to any universal TM U but also for non-universal TM $M$ (satisfying the minimal condition that the emulation by $M$ has a unique output: $M\left(\Pi, 1^{t_{1}}\right)=M\left(\Pi, 1^{t_{2}}\right)$ if either of those provide some output). (Considering generalized black-box solvers is what will allow us to answer question 3 above, but actually, also from a technical point of view, will also be instrumental also to deal with question 1).

### 1.1 Our Results

Our main result shows that the existence of a $2^{\alpha n+o(n)}$-size black-box solver for $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-O(1)]$ implies the existence of a $2^{\alpha s(n)+o(n)}$-size generalized black-box solver for search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$, thus providing a positive answer to all the above questions with respect to black-box solvers.

Theorem 1.1. Assume the existence of a $2^{\alpha n} \cdot \operatorname{poly}(n)$-size black-box solver for $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-4]$ for $t(n)=n$. Then there exists a $2^{\alpha s(n)} \cdot \operatorname{poly}(n)$-size generalized black-box solver for search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ for every function $t^{\prime}(\cdot)$ and every function $s(n) \leq 2 n-\lceil\log n\rceil$.

We highlight that generalized black-box solvers can solve MCSP (since, as implicitly observed in [HIW23] following [RS21; FM05]), the MCSP problem can be stated as an $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}$ problem with respect to a particular non-universal underlying TM $M$ (performing circuit emulation)-see Lemma B. 2 in the Appendix). As a direct corollary of Theorem 1.1 and Lemma B. 2 we thus get: ${ }^{2}$

[^1]Corollary 1.2. Let $p \in$ poly and $\alpha>0$, and assume that for $t(n)=n$ there exists a black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-4]$ solver of size $2^{\alpha n} \cdot p(n)$. Then for every $s(n) \leq 1.9 n / \log n$, search- $\operatorname{MCSP}[s]$ can be solved with a circuit family of size $2^{(\alpha+o(1)) \cdot s(n) \cdot \log (s(n)+\log n)} \cdot \operatorname{poly}(n)$.

Additionally, we observe that generalized black-box solvers for search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n]$ can easily be seen to be equivalent to function inversion circuits (for all functions $f$ ) of roughly the same size - see Lemmas A. 1 and A. 2 in the Appendix. As a corollary of Theorem 1.1, we thus get that-in the black-box regime - solving the function inversion problem is not only sufficent (as shown in [MP24; HIW23] for solving MK ${ }^{\mathrm{t}} \mathrm{P}[n-O(1)]$ but also necessary. This matches the converse direction of the average-case characterization of one-way functions through the hardness of $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$ from [LP20], and yields a characterization of the black-box worst-case hardness of $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$ through the black-box worst-case hardness of one-way functions. In particular, black-box solving just $[n-O(1)]$ is no easier than (black-box) function inversion.

Theorem 1.3. There exists a black-box $\operatorname{MK}^{\mathrm{t}} \mathrm{P}[n-O(1)]$ solver of size $2^{\alpha n} \cdot \operatorname{poly}(n)$ for every polynomial $t$ if and only if every function $f$ can be inverted by an $f$-oracle aided circuit of size $2^{\alpha n} \cdot \operatorname{poly}(n)$.

As a consequence of Theorem 1.3, and Impagliazzo's lower bound on the circuit size of black-box one-way function inversion ${ }^{3}$, we directly get a lower bound on the complexity of black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$ solvers; such a lower bound was previously proved directly for the MK ${ }^{\mathrm{t}} \mathrm{P}$ problem in [MP24] but it required a significantly more complicated proof and employing heavier machinery.

Corollary 1.4. There is no black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-4]$ solver of size $2^{n / 2-o(n)}$.

### 1.2 Proof Outline

Theorem 1.1 is proved in two step. The first step is formally stated in Corollary 3.2 and the second in Corollary 4.2.

Step 1: From Black-box to Generalized Black-Box for Small Thresholds . We first that any black-box solver for $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-4]$ of size $T(n)$ implies a generalized black box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s(n)]$ solver of size $T(s(n)+O(1))$ poly $(n, t(n)) .{ }^{4}$ The proof follows standard techniques from the literature on hardness magnification (i.e., hashing down the statement $x$ using a pairwise independent hash function $h$ to roughly the threshold size, and then applying the solver of a related language on the smaller instance $h(x)$ and thereby improving the running time) [OS18; CJW19; OPS21]. The key difference with our approach is that by leveraging the black-box property of the algorithm, we can use an algorithm for the same problem, but parameterized by a different universal TM $M_{h}$, as opposed to a general NP problem as in those earlier works-that is, we get "self hardness magnification" [LP21]). (We highlight that [HIW23] also rely on a similar hashing technique to directly present an attack on the threshold version of $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$ but do so in a slightly different context: in particular, they use hashing to develop a function inversion algorithm whose circuit complexity only depends on the input size of the function and not the output size, and next function inversion with an input size that depends on the threshold to solve MK ${ }^{t} P[s]$. Nevertheless, our usage of this

[^2]approach is inspired by theirs.) Additionally, and perhaps more surprisingly, we show that this technique allows us to solve the orthogonal problem of dealing with non-universal Turing machines (so that we can get a generalized black-box solver): in essence, the idea is to define a universal TM $M_{h}$ that has two tracks: if the first bit of the input "program" $\Pi$ is 0 , it simply runs some Universal $\mathrm{TM} U\left(\Pi_{>1}\right)$ on the rest of the input $\Pi_{>1}$, and if it is 1 , then it outputs $h\left(M\left(\Pi_{>1}\right)\right)$ where $M$ is the non-universal TM that we want a $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ solver for. The key point is that due to pairwise independence property of the hash function, $h(x)$ is uniform (for a random choice of $h$ ) and thus with high probability $h(x)$ has essentially maximal $K_{\mathrm{U}}^{t}$ complexity, and thus the existence of the first "track" does not disrupt the hardness magnification reduction.

Step 2: From Decision to Search Our next result shows how any generalized $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $2^{\alpha s(n)}$ can be used to solve also the search version of the problem with roughly the same running time. In particular, to solve search- $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$, we will rely on a circuit deciding $\mathrm{MK}_{\mathrm{M}_{\mathrm{n}}}^{\mathrm{t}} \mathrm{P}[s+\lceil\log n\rceil]$ where $M_{n}$ is defined as a TM that given a program $\Pi=\left(i, \Pi^{\prime}\right)$ where $i$ is defined as the first $\lceil\log n\rceil$ bits of $\Pi$, checks if $\Pi^{\prime}$ generates an output $x$ of exactly $n$ bits, and if so outputs $x$ concatenated with the first $i$ bits of $\Pi^{\prime}$. The key point is that for every $n$-bit length string $x, K_{M_{n}}^{t}(x)=K_{M}^{t}(x)+\lceil\log n\rceil$ (obtained by letting $i=0$ ). Furthermore, this Kolmogorov complexity can be maintained if we concatenate the prefix of any minimum length program $\Pi^{\prime}$ that generates $x$, so the bits of any such minimum length program can be iteratively recovered given an oracle computing $K_{M_{n}}^{t}$. The same argument also works if we only have access to a decision oracle for the threshold $s+\lceil\log n\rceil$, but then we only recover a program of length at most $s$.

## 2 Definitions

Given some efficient threshold function $s$, let $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ denote the set of strings $x$ s.t. $\mathrm{K}_{M}^{t}(x) \leq$ $s(|x|)$ (where we let $\mathrm{K}_{M}^{t}(x)=\infty$ if there is no $\Pi$ such that $M\left(\Pi, 1^{t}\right)=x$ ). Let search- $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ denote the search problem in which given a string $x$ with $\mathrm{K}_{M}^{t}(x) \leq s(|x|)$, the output is a program $\Pi$ of length at most $s(|x|)$ with $M\left(\Pi, 1^{t(n)}\right)=x$.

We start with the definition of a black-box emulator and a black-box universal TM.
Definition 2.1 (Black-box emulator). A function $M:\{0,1\}^{*} \times 1^{*} \rightarrow\{0,1\}^{*} \cup\{\perp\}$, is a black-box TM emulator if $M$ has "unique outputs": For any $\Pi \in\{0,1\}^{*}, t_{1}, t_{2} \in \mathbb{N}, t_{1} \leq t_{2}$, if $M\left(\Pi, 1^{t_{1}}\right) \neq \perp$, $M\left(\Pi, 1^{t_{2}}\right)=M\left(\Pi, 1^{t_{1}}\right)$. A black-box TM emulator U is a black-box universal Turing machine (black-box UTM) if there exists a universal Turing machine $\mathrm{U}_{0}$ such that for any $\left(\Pi, 1^{t}\right)$, if $\Pi$ is a valid description of a Turing machine (w.r.t $\mathrm{U}_{0}$ ), then $\mathrm{U}\left(\Pi, 1^{t}\right)=\mathrm{U}_{0}\left(\Pi, 1^{t}\right)$.

We start with the definition of black-box solvers for $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$. For a $\mathrm{TM} M$, a function $t: \mathbb{N} \rightarrow \mathbb{N}$, and a number $n \in \mathbb{N}$, we let $f_{n}^{M, t}:\{0,1\}^{\leq 2 n} \rightarrow\{0,1\}^{*}$ be the function defined by $f_{n}^{M, t}(\Pi)=M\left(\Pi, 1^{t(n)}\right)$ for any $\Pi \in\{0,1\}^{\leq 2 n}$.

Definition 2.2 (Black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$-solver). For functions $t, s, T: \mathbb{N} \rightarrow \mathbb{N}$, we say that $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ admits a black-box MK ${ }^{\mathrm{t}} \mathrm{P}[s]$-solver of size $T(n)$ if the following holds for every black-box universal $T M \mathrm{U}$. There exists a circuit family $\mathcal{C}=\left\{C_{n}\right\}_{n \in \mathbb{N}}$ of size at most $T(n)$, such that for every $n \in \mathbb{N}$, $C_{n}$ is a $f_{n}^{\mathrm{U}, t}$-oracle aided circuit with $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$ on inputs of length $n$.

We define generalized black-box solver in exactly the same way except that we quantify over all black-box TM emulator (as opposed to just universal ones).

Definition 2.3 (Generalized black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$-solver). For functions $t, s, T: \mathbb{N} \rightarrow \mathbb{N}$, we say that $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ admits a generalized black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$-solver of size $T(n)$ if the following holds for every black-box TM M. There exists a circuit family $\mathcal{C}=\left\{C_{n}\right\}_{n \in \mathbb{N}}$ of size at most $T(n)$, such that for every $n \in \mathbb{N}, C_{n}$ is a $f_{n}^{M, t}$-oracle aided circuit that decides $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ on inputs of length $n$.

We similarly define black-box solvers and generalized black box solvers for search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$.

## 3 Generalized Solvers Scaling with the Threshold

We show how to turn a black-box solver into a generalized black-box solver where the circuit size scales with the threshold. As mentioned before, proof follows standard techniques from the literature on hardness magnification (i.e., hashing down the statement to roughly the threshold size, and then applying the solver on the smaller instance and thereby improving the running time) [OS18; CJW19; OPS21].

Theorem 3.1. There exists $q \in$ poly such that the following holds. Let $T: \mathbb{N} \rightarrow \mathbb{N}$ be a function, and assume that for $t(n)=n$ there exists a black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-4]$ solver of size $T(n)$. Then, there exists a generalized black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $T(s(n)+5) \cdot q(n)$ for every function $s(\cdot)$ with $s(n) \leq 2 n$ and for every function $t^{\prime}(\cdot) .{ }^{5}$

Proof of Theorem 3.1. Fix an efficient universal TM U, and let $p \in$ poly be such that $p(n, t)$ bounds the size of a circuit implementing $\mathrm{U}\left(\Pi, 1^{t}\right)$ for inputs ( $\Pi, 1^{t}$ ) with $|\Pi|=n$. Let $M, s(n)$, and $t^{\prime}(n)$ be the TM, time function and threshold for which we want to solve $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$. Let $t(n)=n$. For every $n \in \mathbb{N}$, let $\mathcal{H}_{n}=\left\{h:\{0,1\}^{n} \rightarrow\{0,1\}^{s(n)+5}\right\}$ be a pairwise independent hash family, such that there exists $m \in$ poly for which $m(n+s(n))$ bounds the circuit size evaluating $h$ for every $h \in \mathcal{H}_{n}$. Fix $n \in \mathbb{N}$. We start by showing a distribution over circuits that solves $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}[s]$ with good probability.

For every $h \in \mathcal{H}_{n}$, we define $\mathrm{U}_{h}$ to be the following black-box universal TM:

$$
\mathrm{U}_{h}\left(\Pi, 1^{t}\right)= \begin{cases}\mathrm{U}\left(\Pi_{>1}, 1^{t}\right) & \text { if } \Pi_{1}=0 \\ h\left(M\left(\Pi_{>1}, 1^{t^{\prime}(n)}\right)\right) & \text { if }|\Pi| \leq 2 n+1, \Pi_{1}=1 \text { and }\left|M\left(\Pi_{>1}, 1^{t^{\prime}(n)}\right)\right|=n \\ \perp & \text { Otherwise }\end{cases}
$$

By the assumption that there exists a black-box solver of size $T(n)$ for every black-box universal TM, there exists a circuit of size $C_{h}^{s}$ of size $T(s(n)+5)$ that solves $\mathrm{MK}_{\mathrm{U}_{\mathrm{h}}}^{\mathrm{t}} \mathrm{P}[n-4]$ on input of length $n^{\prime}=s(n)+5$, and using oracle to the function $f_{n}^{h}:\{0,1\}^{\leq 2 n^{\prime}} \rightarrow\{0,1\}^{*}$ defined by $f_{n}^{h}(\Pi)=$ $\mathrm{U}_{h}\left(\Pi, 1^{t\left(n^{\prime}\right)}\right)$.

Let $C_{h}$ be the circuit that given input $x \in\{0,1\}^{n}$, computes $h(x)$ and outputs $C_{h}^{s}(h(x))$. We claim that for every $x \in\{0,1\}^{n}$,

1. if $\mathrm{K}_{M}^{t^{\prime}}(x) \leq s(n), C_{h}(x)$ outputs Yes for every $h$, and,
2. if $\mathrm{K}_{M}^{t^{\prime}}(x)>s(n)$, it holds that for $h \leftarrow \mathcal{H}_{n}, C_{h}(x)$ outputs No with probability at least $3 / 4$.
[^3]To see (1), consider any $x \in\{0,1\}^{n}$ s.t. $\mathrm{K}_{M}^{t^{\prime}}(x) \leq s(n)$. Then there exists a program $\Pi$ of length at most $s(n)$ such that $M\left(\Pi, 1^{t^{\prime}(n)}\right)=x$. Therefore $\mathrm{U}_{h}\left(1 \| \Pi, 1^{t(n)}\right)=h\left(M\left(\Pi, 1^{t^{\prime}(n)}\right)\right)=h(x)$ and thus $\mathrm{K}_{\mathrm{U}_{h}}^{t}(h(x)) \leq s(n)+1 \leq n^{\prime}-4$, so $C_{h}(x)$ will always answer Yes.

For (2), consider any $x \in\{0,1\}^{n}$ s.t. $\mathrm{K}_{M}^{t^{\prime}}(x)>s(n)$. We claim that with probability at least $3 / 4$ over the choice of a random $h \leftarrow \mathcal{H}_{n}$, it holds that $\mathrm{K}_{\mathrm{U}_{h}}^{t}(h(x))>n^{\prime}-4$, which implies that $C_{h}(x)$ outputs No. To see the above, assume that for some $h, \mathrm{~K}_{\mathrm{U}_{h}}^{t}(h(x)) \leq n^{\prime}-4$. Then there exists $\Pi$ such that $|\Pi| \leq n^{\prime}-4$, and $\mathrm{U}_{h}\left(\Pi, 1^{t(n)}\right)=h(x)$. By the definition of $\mathrm{U}_{h}$, it either holds that $\Pi_{1}=0$, and then $\mathrm{K}_{\mathrm{U}}^{t}(h(x)) \leq n^{\prime}-5$, or $\Pi_{1}=1$, which means that $h(x)=h\left(x^{\prime}\right)$ for some $x^{\prime}$ with $\mathrm{K}_{M}^{t^{\prime}}\left(x^{\prime}\right) \leq n^{\prime}-5=s(n)$. In the following we show that the probability that one of the above happens is at most $1 / 4$ (over a random choice of $h \leftarrow \mathcal{H}_{n}$ ). Indeed, since $\mathcal{H}_{n}$ is a pairwise independent family, $h(x)$ uniformly distributed when $h \leftarrow \mathcal{H}_{n}$. Therefore,

$$
\operatorname{Pr}_{h \leftarrow \mathcal{H}_{n}}\left[\mathrm{~K}_{\mathrm{U}}^{t}(h(x)) \leq n^{\prime}-4\right]=\operatorname{Pr}_{y \leftarrow\{0,1\}^{n^{\prime}}}\left[\mathrm{K}_{\mathrm{U}}^{t}(y) \leq n^{\prime}-4\right] \leq 2^{-3} .
$$

Moreover, for every $x^{\prime} \neq x$, it holds that $\operatorname{Pr}_{h \leftarrow \mathcal{H}_{n}}\left[h(x)=h\left(x^{\prime}\right)\right] \leq 2^{-s(n)-5}$. By a union bound over all $x^{\prime}$ with $\mathrm{K}_{M}^{t^{\prime}}\left(x^{\prime}\right) \leq s(n)$, we get that the probability of collision $h(x)=h\left(x^{\prime}\right)$ with such $x^{\prime}$ is at most $2^{-4}$. Using the union bound again, it holds that with probability at least $1-2^{-3}-2^{-4}>3 / 4$, both $\mathrm{K}_{\mathrm{U}}^{t}(h(x))>n^{\prime}-4$ and there is no $x^{\prime} \neq x$ with $\mathrm{K}_{M}^{t^{\prime}}\left(x^{\prime}\right) \leq s(n)$ such that $h(x)=h\left(x^{\prime}\right)$. In this case, $\mathrm{K}_{\mathrm{U}_{h}}^{t}(h(x))>n^{\prime}-4$, and $C_{h}(h(x))$ answers No.

The proof now follows by simple amplification: for $h_{1}, \ldots, h_{n} \in \mathcal{H}_{n}$, let $C_{h_{1}, \ldots, h_{n}}$ be the circuit that computes $C_{h_{1}}(x), \ldots, C_{h_{n}}(x)$ and outputs No if one of the execution output No. It follows using a standard Union bound, that with positive probability over the random choice of $h_{1}, \ldots, h_{n} \leftarrow \mathcal{H}_{n}$, $C_{h_{1}, \ldots, h_{n}}$ outputs the right answer for all $x \in\{0,1\}^{n}$; thus, there exists a fixed choice of $h_{1}, \ldots, h_{n}$ that works for every input.

We finally bound the size of $C_{h_{1}, \ldots, h_{n}}$. We start with bounding the size of a circuit with $f_{n}^{h}$ oracle, for every $h \in\left\{h_{1}, \ldots, h_{n}\right\}$. In this case,

$$
\left|C_{h_{1}, \ldots, h_{n+1}}\right| \leq n \cdot m(n+s(n))+n \cdot\left|C_{h}^{s}\right|+O(n) \leq n \cdot m(n+s(n))+n \cdot T(s(n)+5)+O(n) .
$$

Next, observe that each $f_{n}^{h}$ oracle can be implemented using a circuit of size $m(n+s(n))+p\left(2 n^{\prime}, 2 n^{\prime}\right)$ using oracle to the function $f_{n}^{M, t}:\{0,1\}^{\leq 2 n} \rightarrow\{0,1\}^{*}$ defined by $f_{n}^{M, t^{\prime}}(\Pi)=M\left(\Pi, 1^{t^{\prime}(n)}\right)$. Thus, the size of a $f_{n}^{M, t^{\prime}}$-oracle aided circuit computing $C_{h_{1}, \ldots, h_{n+1}}$ is at most $T(s(n)+5) \cdot q(n)$ for $q(n)=(m(n+s(n)))^{2}+p(2(s(n)+5), 2(s(n)+5))$.

By taking $T(n)=2^{\alpha \cdot n \cdot p o l y(n)}$, we get the following corollary.
Corollary 3.2. Assume the existence of a $2^{\alpha n} \cdot \operatorname{poly}(n)$-size black-box solver for $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n-4]$ for $t(n)=n$. Then there exists a generalized black box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $2^{\alpha \cdot s(n)} \cdot \operatorname{poly}(n)$ for all functions $t^{\prime}(\cdot)$ and $s=s(n)$ with $s(n) \leq 2 n$.

## 4 From Decision to Search

In this section we show that if there exists a non-trivial black box solver to $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$, then such a solver (with roughly the same efficiency) exists also for search- MK ${ }^{\mathrm{t}} \mathrm{P}$.

Theorem 4.1. There exists $q \in$ poly such that the following holds. Let $p: \mathbb{N} \rightarrow \mathbb{N}$ be a monotone function, and let $T: \mathbb{N} \rightarrow \mathbb{N}$ and $t: \mathbb{N} \rightarrow \mathbb{N}$ be functions. Assume that for every $s: \mathbb{N} \rightarrow \mathbb{N}$ with $s(n) \leq 2 n$ there exists a generalized black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $T(s(n)) \cdot p(n)$. Then, there exists a generalized black-box search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $T(s(n)+\lceil\log n\rceil) \cdot p(n+s(n)) \cdot q(n)$ for every $s: \mathbb{N} \rightarrow \mathbb{N}$ such that $s(n) \leq 2 n-\lceil\log n\rceil$.

Proof. Let $M$ be a black-box TM emulator, and for every $n \in \mathbb{N}$, let $M_{n}$ be the following black-box TM emulator. Given $\Pi$ and $1^{t^{\prime}}, M_{n}$ interprets $\Pi=i \| \Pi^{\prime}$, where the first $\lceil\log n\rceil$ bits of $\Pi$ interpreted as an index $i \in[n]$, and the rest of the bits interpreted as a program $\Pi^{\prime}$. Then, $M_{n}$ acts as follows:

$$
M_{n}\left(i, \Pi^{\prime}, 1^{t^{\prime}}\right)= \begin{cases}M\left(\Pi^{\prime}, 1^{t(n)}\right)| | \Pi_{\leq i}^{\prime} & \text { if } i \leq n,\left|\Pi^{\prime}\right| \leq 2 n \text { and }\left|M\left(\Pi^{\prime}, 1^{t(n)}\right)\right|=n \\ \perp & \text { Otherwise }\end{cases}
$$

We observe that for every $x$, for every $i \in[n]$, and for every program $\Pi^{\prime}$ of length $\ell \leq 2 n$ such that $M\left(\Pi^{\prime}, 1^{t}\right)=x$, it holds that $\mathrm{K}_{M}^{t}(x)+\lceil\log n\rceil \leq \mathrm{K}_{M_{n}}^{t}\left(x \| \Pi_{\leq i}^{\prime}\right) \leq \ell+\lceil\log n\rceil$. In particular, assuming that $\mathrm{K}_{M}^{t}(x) \leq 2 n$, for the minimal-length program $\Pi^{\prime}$ such that $M\left(\Pi^{\prime}, 1^{t}\right)=x$ it holds that $\mathrm{K}_{M_{n}}^{t}\left(x| | \Pi_{\leq i}^{\prime}\right)=\mathrm{K}_{M}^{t}(x)+\lceil\log n\rceil$. Moreover, for every $z \in\{0,1\}^{*}$ such that $z$ is not a prefix of a program of length at most $\ell$ that outputs $x$, it holds that $\mathrm{K}_{M_{n}}^{t}(x \| z)>\ell$. We can thus use an algorithm that decides $\mathrm{MK}_{\mathrm{M}_{\mathrm{n}}}^{\mathrm{t}} \mathrm{P}$ to find a program $\Pi$ of length at most $s$ such that $M\left(\Pi, 1^{t}\right)=x$. This can be done by the following process:

1. Check if $K_{M_{n}}^{t}(x) \leq s(n)+\lceil\log n\rceil$. If not output $\perp$.
2. Let $z=\perp$.
3. For every $i \in[s(n)]$ :
(a) Check if $M\left(z, 1^{t}\right)=x$. If it does, output $z$.
(b) Check if $\mathrm{K}_{M_{n}}^{t}(x\|z\| 0) \leq s(n)+\lceil\log n\rceil$, let $z=z \| 0$. Otherwise let $z=z \| 1$.

## 4. Output $z$.

Since $\mathrm{K}_{M_{n}}^{t}(x\|z\| 0) \leq s(n)+\lceil\log n\rceil$ if and only if $z$ is a prefix of a program $\Pi$ of length at most $s$ such that $M\left(\Pi, 1^{t}\right)=x$, the above process always finds such a program. We left to show that the above process can be implemented using a circuit of size $T(s(n)+\lceil\log n\rceil) \cdot p(n+s(n)) \cdot \operatorname{poly}(n)$.

Let $s^{\prime}$ be the function defined by $s^{\prime}(k)=1$ for every $k<n$, and $s^{\prime}(k)=s(n)+\lceil\log n\rceil$ otherwise. Then if $s(n) \leq 2 n-\lceil\log n\rceil$, it holds that $s^{\prime}(k) \leq 2 k$. By our assumption, for every $n^{\prime}$ there exists a $f_{n^{\prime}}^{M_{n}, t}$-oracle aided circuit $C_{n^{\prime}}$ of size $T\left(s^{\prime}(n)\right) \cdot p\left(n^{\prime}\right)$ that decides $\mathrm{MK}_{\mathrm{M}_{\mathrm{n}}}^{\mathrm{t}} \mathrm{P}\left[s^{\prime}\right]$ on inputs of lenght $n^{\prime}$. We observe that the above process can be implemented with one call to each of $C_{n^{\prime}}$, for $n^{\prime} \in\{n, \ldots, n+s(n)\}$. Moreover, the $f_{n^{\prime}}^{M_{n}, t}$-oracle can be implemented by a poly-size circuit using an $f_{n}^{M, t}$-oracle. Thus, the above process can be implemented using a circuit of size at most $s(n) \cdot T(s(n)+\lceil\log n\rceil) \cdot p(n+s(n)) \cdot \operatorname{poly}(n)$, as required.

By taking $T(s(n))=2^{\alpha \cdot s(n)}$, we get the following corollary.
Corollary 4.2. Assume there exists a generalized black box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $2^{\alpha \cdot s(n)} \cdot \operatorname{poly}(n)$ for all functions $t(\cdot)$ and $s=s(n)$ with $s(n) \leq 2 n$. Then there exists a $2^{\alpha s(n)} \cdot \operatorname{poly}(n)$-size generalized black-box solver for search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ for every function $t^{\prime}(\cdot)$ and every function $s(n) \leq 2 n-\lceil\log n\rceil$.
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## A search- $\mathrm{MK}^{t} \mathrm{P}$ and Function Inversion

We observe that generalized black-box solvers for search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}$ directly yield function inverters with roughly the same complexity, and vice versa.

Lemma A.1. There exists $p \in$ poly such that the following holds. Assume that for some $t=t(n)$ there exists a generalized black-box search- $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[n]$ solver of size $T=T(n)$. Then for every function $\pi:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ there exists a $\pi$-oracle aided circuit of size $T(n) \cdot p(n)$ that inverts $\pi$.
Proof. Let $M$ be the black box TM that on input $x \in\{0,1\}^{n}, 1^{t}$ outputs $y=\pi(x)$. By assumption, there exists a $f_{n}^{M, t}$-oracle aided circuit of size at most $T(n)$, that given an input $y \in\{0,1\}^{n}$ finds an input $x$ of length at most $n$, such that $M\left(x, 1^{t(n)}\right)=y$, if such exists. Since $M\left(x, 1^{t(n)}\right)=\pi(x)$, such an $x$ is a pre-image of $y$. Moreover, by the definition of $M$, the $f_{n}^{M, t}$-oracle can be implemented efficiently using a $\pi$-oracle.

The converse of Lemma A. 1 was implicitly proven in [MP24]; we repeat the proof for the convenience of the reader.

Lemma A.2. There exists $p \in$ poly such that the following holds. Assume that for every function $\pi:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ there exists a $\pi$-oracle aided circuit with of size $T(n)$ that inverts $\pi$ with probability 1 (for every $y=\pi(x), f(C(y))=y$ ). Then there exists a black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver of size $T(n+\lceil\log n\rceil) \cdot p(n)$ for every $t: \mathbb{N} \rightarrow \mathbb{N}$ and every $s: \mathbb{N} \rightarrow \mathbb{N}$ with $s(n) \leq n$.
Proof. Let U be a black-box universal TM. Let $f^{\prime}{ }_{n}:\{0,1\}^{n} \times[n] \rightarrow\{0,1\}^{n} \times[n]$ be defined as

$$
f_{n}^{\prime}(\Pi, i)= \begin{cases}\left(\mathrm{U}\left(\Pi_{\leq i}, 1^{t(n)}\right), i\right) & \left|\mathrm{U}\left(\Pi_{\leq i}, 1^{t(n)}\right)\right|=n \\ 0^{n} & \text { Otherwise }\end{cases}
$$

Let $n^{\prime}=n+\lceil\log n\rceil$. In the following, we assume that both the domain and the range of $f_{n}^{\prime}$ is $\{0,1\}^{n^{\prime}}$, by the use of appropriate encoding and padding. By assumption, there is a circuit family $\widehat{\mathcal{C}}=\left\{\widehat{C}_{n}\right\}_{n \in \mathbb{N}}$ with $f^{\prime}{ }_{n}$ oracle, of size $T\left(n^{\prime}\right)$ that inverts $f^{\prime}{ }_{n}$ with probability 1.

Given a circuit $\widehat{C}_{n}$ that inverts $f^{\prime}{ }_{n}$, we can construct a ( $f^{\prime}{ }_{n}$-oracle aided) circuit $C_{n}$ that computes the $\mathrm{K}_{\mathrm{U}}^{t}$ complexity of any string $x$ of length $n$ with $\mathrm{K}_{\mathrm{U}}^{t}(x) \leq n$. This can be done by computing $f_{n}^{\prime-1}(x, 1), \ldots, f_{n}^{\prime-1}(x, n)$ and outputing Yes if there exists $(\Pi, i)$ such that $\mathrm{U}\left(\Pi_{<i}, 1^{t(n)}\right)=x$ and $i \leq s(n)$ (the $t$-bounded Kolmogorov complexity of the string $0^{n}$ can be hardcoded in the circuit).

Observe that the size of $C_{n}$ is $n^{\prime} \cdot\left|\widehat{C}_{n}\right|+\operatorname{poly}(n)$. Thus, there exists a circuit family of size $n^{\prime} \cdot T\left(n^{\prime}\right)+\operatorname{poly}(n)=T\left(n^{\prime}\right) \cdot \operatorname{poly}(n)$, with $f^{\prime}{ }_{n}$ oracle, that solves $\mathrm{MK}_{\mathrm{U}}^{\mathrm{t}} \mathrm{P}[s]$. Lastly, observe that $f_{n}^{\prime}$ can be efficiently computed from $f_{n}^{U, t}$, thus we can replace the $f_{n}^{\prime}$ oracle with a small circuit using an $f_{n}^{U, t}$-oracle, to get a circuit of size $T(n+\lceil\log n\rceil) \operatorname{poly}(n)$.

## B $\operatorname{MCSP}[s]$ as a special case of $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}$

We note that any generalized black-box $\mathrm{MK}^{\mathrm{t}} \mathrm{P}[s]$ solver can be used to solve MCSP $[s]$. In fact, we observe that the MCSP $[s]$ problem can be formulated as a $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}\left[s^{\prime}\right]$ instance for a particular choice of an (efficient but non-universal) TM $M$, and for a function $s^{\prime}(n) \approx s(n)$.

Towards this, we will rely on the fact that circuits can be succinctly encoded as bit strings from which the circuit can be efficiently decoded. In particular, as observed in [RS21; HIW23], the encoding from [FM05] satisfies this requirement.

Lemma B. 1 (Implicit in [FM05], see also [RS21; HIW23]). There exists an efficiently computable function $\ell(s, k) \in(1+o(1))(s \cdot \log (s+k))$ such that $\ell$ is monotone in $s$ and the following holds. There exists an efficient algorithm Dec, such that for every circuit $C:\{0,1\}^{k} \rightarrow\{0,1\}$ of size $s$, there exists $x \in\{0,1\}^{\ell(s, k)}$ such that $\operatorname{Dec}(x)$ is a circuit of size $s$ that computes the same function as $C$. Moreover, for every $x$ such that Dec $(x)$ outputs a circuit $C:\{0,1\}^{k} \rightarrow\{0,1\}$ of size $s$, it holds that $|x|=\ell(s, k) .{ }^{6}$

We now observe that the MCSP is a special-case of the $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}$ problem for a specific choice of the TM $M$.

Lemma B.2. There exists an efficient TM $M$ such that the following holds for every s: $\mathbb{N} \rightarrow \mathbb{N}$ and every $t: \mathbb{N} \rightarrow \mathbb{N}$ with $t(n) \geq n$. Deciding MCSP $[s]$ is equivalent to deciding $\mathrm{MK}_{\mathrm{M}}^{\mathrm{t}} \mathrm{P}\left[s^{\prime}\right]$, for $s^{\prime}(n)=\ell(s(n),\lfloor\log n\rfloor)$.

Proof. Let Dec be the function from Lemma B.1, and let $M$ be the TM that given an input $x, 1^{t}$, computes $\operatorname{Dec}(x)$ to get a circuit $C:\{0,1\}^{k} \rightarrow\{0,1\}$. If $x$ is not valid encoding of a circuit, or $2^{k} \neq|x|, M$ outputs $\perp$. If $t \leq 2^{k}, M$ also outputs $\perp$. Otherwise, $M$ outputs the truth table of $C$. Since $\ell$ is monotone in $s$, there exists a program of length less then $s^{\prime}(n)$ if and only if there exists a circuit of size less than $s(n)$ for $x$.
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[^1]:    ${ }^{1}$ [RS21] noted that the function inversion algorithm of [FN00] could be applied to the one-way function construction of [LP20] to get a non-trivial non-uniform RAM program that solves the $\mathrm{MK}^{t} \mathrm{P}$ problem, but left open whether a circuit implementation can be given.
    ${ }^{2}$ When $s(n) \geq 1.1 \cdot n / \log n$ then $\operatorname{MCSP}[s]$ is the trivial language consisting of all strings due to the result of [Lup58], so the corollary below actually works for all $s$.

[^2]:    ${ }^{3}$ Impagliazzo shows that for every large enough $n \in \mathbb{N}$, there exists a permutation $\sigma:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ such that every $\sigma$-oracle aided circuit $C$ of size at most $2^{n / 2-2 \log ^{2} n}$ fails to invert $f$
    ${ }^{4}$ This reduction also works for the search version of these problems.

[^3]:    ${ }^{5}$ We remark that the theorem extends also to the search versions of the same problems with essentially identically the same proof. Since we later will show a generic decision-to-search reduction, we omit the details.

[^4]:    ${ }^{6}$ Note that we here requires the length of an encoding of a circuit of size $s$ to be exactly $\ell(s, k)$ (in contrast to bounded by $\ell(s, k)$ ). As far as we can tell, this property has not been previously stated but it can be assumed without loss of generality using padding, and by assuming that given an input $x$, Dec only outputs a circuit $C$ of size $s$ if it holds that $|x|=\ell(s, k)$, or outputs $\perp$ otherwise.

